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Abstract

Estimating the number of components in finite mixture models (FMMs) is a crit-
ical problem in statistical methodology. While traditional methods often focus on
Gaussian or sub-Gaussian mixtures, real-world data usually exhibit heavier tails. This
paper extends the Stepwise Goodness-of-Fit (StGoF) method (Jin et al., 2022) to lo-
cally independent sub-exponential mixtures. Our method has two main advantages: it
avoids the need for precise parameter estimation, enabling faster computation, and it
supports mixed-type data. We establish theoretical guarantees for exact recovery and
asymptotic consistency, and demonstrate the efficiency and robustness of our approach
through simulations and real-world applications. This work introduces a new method
for estimating the order of locally-independent sub-exponential mixtures, paving the
way for further research.

Keywords: Mixture Models, Sub-Exponential Distributions, Stepwise Goodness-of-Fit,
Clustering.

1 Introduction

Finite mixture models (FMMs) have been extensively studied in the statistical literature,
forming a cornerstone of modern statistical methodology (McLachlan and Peel, 2004; McLach-
lan et al., 2019; Bouguila and Fan, 2020). Representing complex distributions as weighted
sums of simpler components, FMMs provide a flexible and robust framework for modeling
heterogeneous data. This flexibility makes FMMs particularly valuable in uncovering latent
structures, clustering observations, and performing density estimation. Their applications
span numerous fields, including machine learning (Goodfellow et al., 2016), genetics (Bechtel
et al., 1993), and medical research (Schlattmann, 2009). With a rich history of development,
FMMs demonstrate both theoretical depth and practical versatility across disciplines.
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Building upon the versatility and widespread applications of finite mixture models (FMMs),
a critical aspect of their practical implementation is determining the correct number of com-
ponents, or the model’s order. Accurate estimation of the order is essential to ensure model
interpretability and estimation efficiency. An underestimated model fails to capture the
complexity of the data, while an over-specified model introduces unnecessary complexity,
deteriorating estimation rates and parameter reliability. These challenges have spurred ex-
tensive research into methods for estimating the order of FMMs.

Numerous methods have been proposed for estimating the order of FMMs. Likelihood-
based approaches, such as hypothesis testing (McLachlan, 1987; Dacunha-Castelle and Gas-
siat, 1999; Liu and Shao, 2003) and the EM-test (Chen and Li, 2009; Li and Chen, 2010),
focus on evaluating nested models and typically assume prior knowledge of a candidate order.
Information criteria, including AIC (Akaike, 1974) and BIC (Schwarz, 1978), are among the
most widely used techniques, with BIC being particularly favored for estimating the number
of mixture components (Leroux, 1992; Keribin, 2000; McLachlan and Peel, 2004). Exten-
sions, such as the Integrated Completed Likelihood (Biernacki et al., 2000) and Singular BIC
(Drton and Plummer, 2013), have been proposed to address the challenges posed by non-
regular models. More recently, methods such as Group-Sort-Fuse (Manole and Khalili, 2021)
and Evidence Lower Bound maximization (Wang and Yang, 2024) have further advanced
this field. Despite their popularity, likelihood-based methods typically require iterative al-
gorithms like the Expectation-Maximization (EM) algorithm to estimate parameters, which
can be computationally expensive and slow, particularly in high-dimensional settings. Alter-
natively, minimum-distance-based methods (Chen and Kalbfleisch, 1996; James et al., 2001;
Woo and Sriram, 2006; Heinrich and Kahn, 2018) minimize discrepancies between observed
data and candidate models, offering a flexible alternative to likelihood-based techniques.
However, these methods also depend on pre-specified parametric forms for the component
distributions, limiting their ability to address scenarios where the data’s underlying distri-
bution is unknown or mixed.

In addition to the general methods discussed above, much of the existing literature has
focused on specific types of mixture models, particularly Gaussian mixture models (GMMs)
and sub-Gaussian mixture models. GMMs have been extensively studied for their math-
ematical tractability and wide applicability in clustering and parameter estimation under
separation conditions (Vempala and Wang, 2004; Ndaoud, 2018; Zhang and Zhou, 2021;
Chen and Yang, 2021). sub-Gaussian mixture models, on the other hand, address settings
with lighter-tailed distributions, providing strong theoretical guarantees for clustering and
recovery in high-dimensional scenarios (Mixon et al., 2017; Srivastava et al., 2019; Cai and
Zhang, 2018; Abbe et al., 2022).

However, in fields such as finance and economics, data often exhibit heavier tails that can-
not be adequately captured by Gaussian or sub-Gaussian models. sub-exponential mixture
models, with their ability to accommodate such heavy-tailed distributions, offer a more suit-
able framework for these applications. Despite their potential, research on sub-exponential
mixture models remains limited (Dreveton et al., 2024), highlighting the need for further
exploration in both theoretical development and practical methodology.

In a remarkable paper, Jin et al. (2022) propose a stepwise Goodness-of-Fit (StGoF)
method to estimate the number of communities in degree-corrected block models (DCBM).
Their work introduces a stepwise algorithm that alternates between a community detection



step and a Goodness-of-Fit step for m = 1,2,.... The core idea of this framework is
highly adaptable and can be applied to the context of interest in this paper. Specifically,
we extend the StGoF framework to estimate the order of mixtures, where the variables
are assumed to be conditionally independent given their membership labels, and the noise
follows a distribution with sub-exponential tails. While the assumption of conditional (or
local) independence might seem restrictive at first glance, it actually accommodates a broad
range of well-known models, such as Spherical Gaussian Mixture Models and Latent Class
Models. As such, this assumption not only preserves the generality of our approach but also
ensures analytical tractability.

Our modifications retain the core structure of the algorithm, alternating between com-
munity detection and goodness-of-fit steps, but we adapt both steps to account for the
properties of sub-exponential noise. At each iteration, the community detection step applies
a clustering algorithm to the data, identifying the current partitioning of observations into
clusters. This is followed by a GoF step, where we calculate a test score based on the clus-
tering results from the previous step. While this approach is presented in the context of
sub-exponential mixture models for clarity, it is worth noting that the framework is general
enough to accommodate broader applications beyond locally independent sub-exponential
mixtures, such as Weibull Distribution with &£ € (0, 1).

In this study, we extend the StGoF framework, originally developed for network analysis,
to the setting of mixture models. Although the core framework remains the same, its impli-
cations are far-reaching. Firstly, our findings demonstrate that the refitted quadrilateral test
statistics introduced by Jin et al. (2022) are not limited to degree-corrected block models but
are also applicable to the mixture models examined herein. Indeed, the scope of this method
is broader, offering significant applicability to a variety of problems that involve estimating
the number of clusters or components. This issue remains an active area of investigation in
our ongoing research.

Secondly, our approach is not contingent upon the specific form of the data distribu-
tion. Given an observed p-dimensional dataset, each dimension can follow an arbitrary
distribution—such as Gaussian, Poisson, or Gamma——provided that each component is Sub-
Exponential. This contrasts with most existing methods, which typically require prior
knowledge of the distributional assumptions. As previously noted, many likelihood-based
techniques rely on explicit assumptions regarding the distribution of each variable. In the
context of mixture models, deviations from these parametric assumptions can lead to subopti-
mal clustering outcomes (Foss et al., 2019). For real-world datasets, such as high-dimensional
mixed-type data, it is often challenging to determine the distribution type of each compo-
nent within a p-dimensional variable. In the case of the gap statistics method (Tibshirani
et al., 2000; Hennig and Lin, 2015), obtaining better results for mixed-type data requires
carefully selecting an appropriate distance metric within the internal criterion. Although
considerable research has focused on hybrid distance metrics (Gower, 1971; Huang, 1998;
Ahmad and Dey, 2011; Hennig and Liao, 2013), the majority of these studies typically con-
sider only numerical and categorical data, without distinguishing between different types of
numerical data, such as continuous and count data. In such cases, these criteria often rely
on simple distance measures to assess the quality of clustering. Given the heterogeneity of
different distribution types, the performance of such methods may not always be optimal,
especially in complex datasets with diverse data types. In this regard, our methodology



offers a significant advantage by allowing for direct analysis of more complex mixed-type
data.

Finally, another advantage of our approach is its computational efficiency. Unlike likelihood-
based methods, which require iterative optimization to estimate parameters, our method
does not involve such procedures, leading to significantly faster computations. Additionally,
the prediction strength method (Tibshirani and Walther, 2005; Dudoit and Fridlyand, 2002;
Volkovich et al., 2011) requires either cross-validation or resampling, which similarly incurs
substantial computational costs. In contrast, the primary computational costs in StGoF arise
from two steps: a single application of k-means clustering and the computation of a matrix
statistic at each step. These operations enable much faster result computation compared to
methods that require iterative optimization and cross validation.

Organization. The remainder of the paper is organized as follows. Section 2 presents
the mathematical formulation of our method, including the stepwise goodness-of-fit test and
matrix correction procedure. In Section 3, we provide theoretical results on the consistency of
our estimator. Section 4 illustrates the performance of our method through simulations and
real data applications. Section 5 concludes with a discussion of future research directions.
The Supplementary Material contains all technical proofs of the theoretical results.

Notation. For a matrix A, the notation S(A) refers to the symmetric dilation of A, which

is defined as: A
0
s =(ar o)

The i-th row of A is denoted by r;(A), and the i-th largest singular value of A is represented
by ¢;(A). The notation A.,, refers to the submatrix consisting of the first m columns of A.
We denote the operator norm of A by ||A||, and the infinity norm ||A|« as the maximum
absolute value of any element in A. When applied to the noise matrix F, the symmetric
dilation is denoted by W = S(E). For the signal matrix P, the singular values are ordered
as oy > -+ > 0Ok.

2 Model and Methodology

In this paper, we study a mixture model consisting of K clusters, denoted Cy,Cy, ..., Ck,
with each cluster centered at 67,0;,...,0% € RP. The minimum separation between any
two distinct cluster centers is defined as A = min,, [|0F — 0;||. The assignment of the n
observations to these clusters is described by a cluster assignment vector z € {1,..., K}",
where 2; indicates the cluster to which observation X; € R*? belongs. Let Z represent the

T

. T .
matrix (le e zn) . For convenience, we define N =n + p.

Each observation is generated according to the following model:

where €,...,€, € RP are noise terms. The observations X;,...,X,, are stacked row-wise
into a data matrix X € R"*P, which can be expressed in matrix form as:

X =P +E,
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where P := (0} ;07 ;

13055 ...;0% ) is the signal matrix containing the true cluster centers, and
E = (e;...;€,) is the noise matrix. We can rewrite P as Z@O”, where ® denotes the matrix
T

(CH 8;07)".

Remark 1. The model assumptions in this paper largely follow those proposed in Zhang and
Zhou (2022). Notably, our assumptions differ from the standard ones commonly adopted
in finite mizture models (FMMs). Typically, for FMMs, the assumptions are formulated as
follows: Denoting z* € [k]" as the vector of cluster assignments, a mizture model assumes
that the n observed data points X1, ..., X, € X", where X C R?, are independently generated

such that
Vi€ [n]: Xi| 2] ~ far,

where fi,..., fx are k probability distributions over X (see Dreveton et al. (2024) for a
detailed discussion).

In contrast, our model is more general given membership labels. Specifically, we do not
require the noise distributions within the same cluster to be identical. Furthermore, our
model explicitly defines the cluster centers 0F,...,0;. This explicit specification is crucial
because the success of our clustering method depends on exact recovery of the clusters. Con-
sequently, information about the minimum distance between clusters, A, is indispensable for
achieving exact recovery. This requirement necessitates the structural design of our model,
which incorporates explicit centers and a clear delineation of cluster separations.

Before presenting the proposed algorithm, we introduce additional assumptions about
the noise terms, which will be used throughout the remainder of this paper.

Assumption 1. The components of the noise vectors €y, ..., €,, specifically the elements
€; (where 1 <i<nandl < j <p), are assumed to be mutually independent. Each €;
follows a sub-exponential distribution satisfying max;; Var(e; ;) < max;; ||l€; |5, = o and
Var(e; ;) > 72, where o and T are fized constants.

Remark 2. At first glance, the assumption Var(e; ;) > 7> may appear somewhat uncon-
ventional. In fact, this condition is used solely in the proof of Lemma S.1 to establish the
asymptotic normality of a specific statistic. However, it is worth noting that Lemma S.1
18 not essential for proving our main result, Theorem 2, and thus this assumption could be
omitted without affecting the validity of the main theorem. We retain this assumption here
because Lemma S.1 is a stronger result that could offer additional insights and potentially
support further developments in this method.

The procedure in our case is summarized in Algorithm 1. Specifically, in the clustering
step of Algorithm 1, we employ a standard spectral clustering method. The statistic z, is
the a-quantile of the standard normal distribution N (0, 1).

As we will demonstrate in Theorem 1 in Section 3, this algorithm achieves exact recovery
provided the following conditions are satisfied:

Assumption 2. There exists a constant o € (0, 1) such that |Cy| > agn for V1 < k < K.

Assumption 3. ox = w(o(v/n +/p)), A =w(oyn).



Algorithm 1: Stepwise Goodness-of-Fit

Require: Data matrix X, o, # (initialize m = 1)
Ensure: Estimated number of components l?a
1: Clustering: Perform top-m SVD on X; apply k-means clustering with m clusters to
rows of (Ux)1., € R™™; obtain membership matrix Zm)
2: Matrix Correction: Estimate the signal matrix

~ ~ ~ ~ -1 < ~
P = Z0m) ((Z(m))TZ(m)) (Z™)TX, and apply symmetric dilation to P(™), denoted

as S(PM).
3: Goodness-of-Fit Test: Compute

Q= 3 (800 =SB ) (SX)iis — SE™)i)
11,12,13,14
distinct

A~

(S0 =SB, ) (8K, =SB,

(m)

g, and compute the test score ¢§$”‘) = \/%—

Calculate Cy = 20°n2p

4: Termination: If (bg\?,n) > Z,, increment m and repeat Steps 1-3; otherwise, terminate
and set Ko = m.
5. return K,

These assumptions ensure a sufficiently high signal-to-noise ratio and balanced commu-
nity sizes, which are critical for the algorithm to achieve exact recovery of the true community
structure.

Additionally, the GoF step is based on the refitted quadrilateral test statistic proposed
in the original paper, but we make slight modifications to adapt it to our case. Specifically,
in Jin et al. (2022), the data matrix is square. In contrast, we handle non-square matrices by
applying symmetric dilation, after which the test score is computed based on the resulting
square matrix. Furthermore, we make adjustments to the final test score to address the
challenges specific to our setting.

Our algorithm has a distinct advantage in that it does not rely on the specific type of noise
distribution. Unlike traditional likelihood-based methods, which require explicit likelihood
computations, our approach is likelihood-free. This eliminates the need for complex like-
lihood evaluations, significantly improving computational efficiency. Moreover, traditional
methods often depend on identifying an appropriate distribution for the data, as the per-
formance of these methods heavily relies on the correctness of the assumed distribution. In
contrast, our algorithm bypasses this requirement, allowing it to perform robustly without
explicit distributional assumptions.

Additionally, this flexibility enables our method to handle mixed-type data, where the
noise can come from heterogeneous or mixed distributions. This generalization broadens the
applicability of our approach to a wider range of practical scenarios, where data types and
noise characteristics are not uniform or well-defined.

Compared to the degree-corrected block models (DCBM) analyzed in the original paper



(Jin et al., 2022), our model, while not incorporating degree heterogeneity, features a pa-
rameter space defined by a K x p matrix. This parameterization is substantially larger than
the K x K probability matrix in DCBM, introducing significant complexity. As a result,
deriving a null distribution that adheres to N(0,1) becomes substantially more challeng-
ing. Additionally, our noise is sub-exponential with an unknown variance ¢, adding another
layer of difficulty compared to the simpler Bernoulli-distributed noise assumed in SBM.
These challenges complicate the construction of an accurate hypothesis testing framework.
Consequently, we adopt the current form of the test score, while recognizing that further
improvements remain an interesting direction for future research.

In practice, the variance o2 is often unknown and cannot be directly determined in
many cases, necessitating adjustments to the test statistic to account for this uncertainty.
However, we retain the current form of the test score because, for certain types of noise,
o can be explicitly determined. For instance, if the noise follows a bounded distribution
within the interval [a,b], such as a Bernoulli distribution, the variance o2 can be expressed
as %. Similarly, for a Poisson distribution, the variance is equal to the mean, allowing it
to be estimated directly from the data matrix. These examples demonstrate that the method
accommodates specific cases where noise characteristics are known, ensuring the validity of
the test under such conditions.

In general, estimating o is required before running this algorithm. However, it is evident
that estimating ¢ becomes impossible if the noise terms are drawn from completely distinct
distributions. Therefore, we adopt a common assumption in clustering mixture models,
where noise terms associated with the same cluster center come from the same distribution.
Thus, Assumption 1 is modified to:

Assumption 1’. The components of the noise vectors €, ..., €,, specifically the elements
€; (where 1 < i < nand 1l < j < p), are assumed to be mutually independent. For
Jj =1,...,p, the noise terms € ;,...,€,; are independently drawn from K distinct sub-
exponential distributions Fi, ..., Fx. Each noise term satisfies €; ; ~ F.,, where z; represents
the cluster assignment for the i-th observation. The sub-exponential distributions Fy (for
k=1,...,K) satisfy sup,_, g ||z ~ F|ly, < o, where o is a fized constant. Moreover, the
variance of the noise terms satisfies Var(e; ;) > 7* for all i,j, where T > 0 is a constant.

Under this assumption, we can use any standard variance estimator to estimate ¢ in each
iteration based on the clustering result from step (a). This estimate is then used to update
Cy in the algorithm, replacing it with GN = 288n§p§.

For example, we may estimate & as follows:

~ ZZECi("L) (Xl7-7 - ‘C(lm,)l Zseci(”w XS,j)2
0 = Imax max U

1<j<p 1<i<m cim™) —1
(A

Y

where Cfm) ey O™ are pseudo communities obtained by step (a).

Given that the community detection method achieves exact recovery and the community
sizes are balanced under Assumption 1, this estimator provides a proper estimate of ¢ when
m= K.

If m # K, the estimator may deviate from the true upper bound of the sub-exponential
noise norms. However, any deviation will only lead to an underestimate of the true o. As we



will show in Theorem 3, this underestimation does not affect the final asymptotics of ¢$3L),
and thus consistency will still hold.

Thus, we propose an alternative formulation of the Stepwise Goodness-of-Fit procedure in
Algorithm 2, which is applicable in the absence of prior knowledge regarding . Furthermore,
the estimation of o can be adapted to any suitable method of estimation.

Algorithm 2: Modified Stepwise Goodness-of-Fit
Require: Data matrix X, § (initialize m = 1)
Ensure: Estimated number of components IA(a
1: Clustering: Perform top-m SVD on X; apply k-means clustering with m clusters to
rows of (Ux)1., € R™™; obtain membership matrix Zm,
2: Matrix Correction: Estimate the signal matrix
P = Zm ((2<m>)T2<m>) 1 (Z(m))TX, and apply symmetric dilation to f’(m), denoted

as S(PM).
3: Goodness-of-Fit Test: Compute

0= S (0SB (50 B,
11,12,13,04
distinct

A~

(St =SB, ) (S(Xigss =SB, )

Calculate Cy = 265n7p>, where

1 )2
Zlecgm) (X1 \cgm)| Zsecgm) Xs)

0 = maxXj<j<p MaXi<i<m }, and compute the test score

jcf™|-1
Qg\;n)
\/C

4: Termination: If ¢§\7[n) > 2,, increment m and repeat Steps 1-3; otherwise, terminate

and set Kg =m.
5 return K,

3 Theoretical Guarantee

Following a similar approach as in the proof of Jin et al. (2022), we first need to establish
the Non-Splitting Property (NSP) of the spectral clustering method. This property not only
ensures that our method can achieve exact recovery of communities but also serves as a
foundational result for analyzing the clustering behavior in underfitting cases. To proceed,
we introduce the following definitions.

Definition 1. Fiz K > 1 and m < K. We say thal a realization of the n X m matriz of
estimated labels Z™) satisfies the NSP if for any pair of nodes in the same (true) community,
the estimated community labels are the same (i.e., each community in Z is contained in a

community in the realization of 2<m>). When this happens, we write Z < 7,
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From the definition, it follows that if a clustering method satisfies the NSP, then when it is
tasked with partitioning the data into m clusters (m < K), the resulting clusters are formed
by merging one or more true clusters from the original data. Consequently, the number
of possible estimated membership label configurations in underfitting cases is significantly
reduced. This simplification provides considerable convenience for our subsequent proofs, as
it narrows the range of scenarios that need to be considered.

As introduced in Jin et al. (2022), the NSP is a challenging property to establish. How-
ever, they provide a ”stronger version of the k-means theorem,” specifically Theorem 4.1 in
their paper, which is highly useful. Leveraging this theorem, it is not difficult to show that
the spectral clustering method described in Section 2 satisfies the NSP with high probabil-
ity. In fact, this result is not limited to the specific case considered here; it can be similarly
proven for many low-rank models with exact membership. The key lies in the property that
the left singular vector matrices of the data matrix and the signal matrix differ by at most an
orthogonal matrix, with their discrepancy being small. This property has been extensively
studied, and for cases where the data matrix is bounded, the needed conclusion can almost
directly follow by combining Theorem 4.1 in Jin et al. (2022) and Theorem 4.4 in Chen et al.
(2021). Specifically, in our case, we have the following theorem, where Zm represents the
membership labels obtained from spectral clustering;:

Theorem 1. With probability at least 1 — O(n™%), for V1 < m < K, Z < Z(m) up to a
permutation in the columns.

This result enables us to establish a theoretical guarantee for the consistency of our
method under the following mild assumptions,

Assumption 4. Each entry in the signal matriz P is bounded by a constant Cp, i.e., |P; ;| <
Cp foralli and j.

Assumption 5. Asn and p increase, the ratio 5 is uniformly bounded both below and above
by constants Cy and Cy, i.e., C; < & < Cy for some constants C1 > 0 and Cy > 0.

The first assumption is mild as it simply assumes that each entry of the cluster centers is
bounded, which is a reasonable condition in most practical settings. The second assumption
is also quite flexible, as it only requires that n and p grow at comparable rates, with their
ratio being bounded both below and above. This condition ensures that n and p neither
grow disproportionately large nor deviate significantly in scale.

Under the aforementioned assumptions, we now present the following theoretical guaran-
tees for our method. In the theorems below, the statistic ¢§\7,n) is constructed as described in
Algorithm 1. As previously mentioned, if we establish the result for this construction, then
gbg\?,n) defined in Algorithm 2 will also satisfy the same asymptotic properties.

Theorem 2 (Null case: m = K). Fiz 0 < a < 1. Asn — 0o, we have:
P < z0) 21— a+o(1),

and R
P(Ko <K)>1—a+o(1).



It follows that K, » is a level-(1-«r) confidence lower level for K.

Theorem 3 (Underfitting case: m < K). Fizr 0 < o < 1. As N — oo, we have:

. (m) . .
1§mml£1<{¢N } — oo in probability,

and R
P(Ko < K)<1—a+o(1).

Now if we let @ depend on N and tend to 0 slowly enough, then we have proved IP’(I/(\' =
K) — 1. These results establish the asymptotic consistency of our method for both the null
and underfitting cases, providing theoretical guarantees for its performance as N — oo.

Remark 3. From our subsequent theorem proofs, it becomes evident that while we follow the
formulation in Jin et al. (2022) by writing z,, this term can, in practice, be replaced by any
constant. In principle, z, can also serve as a tuning parameter, offering additional flexibility
in the application of our method.

4 Numerical Studies

4.1 Theoretical Verification

We begin with numerical experiments to validate the asymptotic properties established in
Theorems 2 and 3, particularly focusing on the theoretical constraint 5 € (4,8). Our sim-
ulations aim to demonstrate that only within this range does the test statistic exhibit the
desired asymptotic behavior: diverging to infinity in underfitting cases while converging to
zero under the null hypothesis as N — oc.

To comprehensively evaluate the theoretical findings, we conduct extensive simulation
studies across diverse model frameworks. The experiments encompass three distinct noise
distributions—Bernoulli, Gamma, Gaussian, and Poisson—enabling us to assess the method’s
robustness and consistency under varied stochastic conditions.

We implement a mixture model with X' = 4 components in high-dimensional settings.
The data generation process consists of two phases: signal generation and noise incorpora-
tion.

In the signal generation phase, we first generate K cluster centers uniformly from the
hypercube [—10,10]?. Each sample is then assigned to one of the K clusters, following a
discrete uniform distribution with a probability of 1/K for each cluster.

In the noise incorporation phase, the noise component is introduced according to one of
four scenarios:

e Bernoulli Noise Setting: For each entry (i,j), we add centered Bernoulli noise

€;; = B(pij) — pij, where p;; is uniformly sampled from [0.1,0.9]. This introduces
binary, bounded perturbations with a maximum theoretical variance of 0.25.
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e Gamma Noise Setting: For each entry (i,7), we add centered Gamma noise €;; =
I'(a;j, bij) — aijbi;, where a;; and b;; are chosen such that their product is uniformly
sampled from [0.5,5]. This introduces asymmetric perturbations with a maximum
theoretical variance of 125.

e Gaussian Noise Setting: For each entry (i,j), we introduce centered Gaussian
noise €;; ~ N(0,0;;), where o;; is uniformly sampled from [1,100]. This represents
continuous, symmetric perturbations with heteroscedastic variance.

e Poisson Noise Setting: We incorporate centered Poisson noise €;; = P(\;;) — \;j
for each entry (4,j), where the intensity parameter \;; is uniformly sampled from
{1,...,100}. This generates discrete, asymmetric perturbations with heavy-tailed
characteristics.

The denominator of the test score takes the form vo8N#, where both ¢ and S play
crucial roles in its asymptotic behavior. For o, we employ the theoretical upper bounds of the
respective noise variances: o = 100 for both Poisson and Gaussian settings (corresponding
to their maximum variances), o = 0.25 for the Bernoulli setting (matching its theoretical
maximum variance), and o = 125 for the Gamma setting (matching its theoretical maximum
variance).

To investigate the impact of 5, we examine five values: [ = 4,5,6,7,8. For each com-
bination of # and noise type, we analyze the behavior of the test statistic across varying
sample sizes, with dimension p = 10n for n € {50,100, ...,1000}. To ensure stability, each
configuration is replicated 100 times, and we present the averaged test scores.

The simulation results are presented in Figures 1-4. For each noise type and each value
of B, we use dual y-axes to display all test statistics in one plot: the left y-axis (black)
corresponds to the underfitting cases (m < K), while the right y-axis (purple) corresponds
to the null case (m = K).

The results demonstrate remarkable consistency across all three noise types. For § =
5,6,7, in underfitting cases (m < K), the test statistics diverge to infinity as the sample
size increases; in contrast, for the null case (m = K), the test score converges to 0 as the
sample size increases. This pattern holds regardless of the noise distribution, demonstrating
the robustness of our method. However, this pattern breaks down at the boundary cases:
when 3 = 4, the test scores fail to converge to 0 in the null case, and when § = 8, the test
scores fail to diverge to infinity in the underfitting cases, as expected.

Remark 4. In fact, in certain scenarios (e.g., when the noise within the same cluster is
identically distributed), we have also observed that under the null case, the test score decreases
as n increases when f = 4. However, given the counterexamples provided above, it may be
unlikely to establish, in general, conclusions such as Theorems 2 and 3 when =4 or = 8.

4.2 Performance Comparison

We evaluate the accuracy of our proposed method compared to the Bayesian Information
Criterion (BIC) method under varying values of n, A, and n/p. We also attempted to
incorporate the method described in Manole and Khalili (2021) into the comparison by
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Figure 1: Test scores under Bernoulli noise for different values of 3. For each subplot, the left
y-axis (black) corresponds to underfitting cases (m = 1,2, 3), while the right y-axis (purple)
corresponds to the correct specification (m = 4).
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Figure 2: Test scores under Gamma noise for different values of 5. For each subplot, the left
y-axis (black) corresponds to underfitting cases (m = 1,2,3), while the right y-axis (purple)
corresponds to the correct specification (m = 4).
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Figure 3: Test scores under Gaussian noise for different values of 3. For each subplot, the left
y-axis (black) corresponds to underfitting cases (m = 1,2, 3), while the right y-axis (purple)
corresponds to the correct specification (m = 4).
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Figure 4: Test scores under Poisson noise for different values of 5. For each subplot, the left
y-axis (black) corresponds to underfitting cases (m = 1,2,3), while the right y-axis (purple)
corresponds to the correct specification (m = 4).
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utilizing their publicly available R package, GroupSortFuse. The package supports Poisson
mixture models, but it is limited to one-dimensional settings and cannot handle higher-
dimensional data. For Gaussian mixture models, the package can only handle models where
the variances are the same, which is a significant limitation for our experiments. Due to
these constraints, we ultimately chose not to include this method in our benchmarks. !

We ultimately selected BIC as the benchmark for the comparisons presented in this
section. To compute BIC, we used the flexmix package in R, which supports only high-
dimensional Gaussian and Poisson mixture models. As a result, we limited our comparisons
to these two types of noise.

In this subsection, the StGoF method we employed follows Algorithm 2, where we esti-
mate o directly, assuming no prior knowledge of . Additionally, for both BIC and StGoF,
we used the same upper bound for K to ensure a fair comparison of computational efficiency
in Section 4.2.4.

4.2.1 Gaussian Mixture Models

In this experiment, we fixed K = 3 and considered nine combinations of (n, p) values. These
combinations were grouped into three categories based on the ratio % = %, 1,5. For each
(n, p) pair, we further examined five different values of the minimum distance between cluster
centers A. For each combination of (n,p, A), we first generated K cluster centers uniformly
within the hypercube [200,400]P. To ensure that the minimum distance between cluster
centers was exactly A, the initial centers were scaled proportionally. Each sample was then
assigned to one of the K clusters, following a discrete uniform distribution where each cluster
was selected with a probability of 1/K.

After generating the cluster centers, we added independent noise drawn from N(0,1) to
each component of the cluster centers, resulting in a data matrix. This process was repeated
100 times. For each of the 100 datasets, we applied both the BIC and StGoF methods to
estimate K and computed the accuracy of the estimates. The final results are presented in
Figure 5.

From the figure, it can be observed that StGoF consistently outperforms BIC in most
settings. This advantage is particularly pronounced in scenarios with smaller 2 ratios, where
StGoF successfully predicts K even under more challenging conditions where BIC fails to
provide accurate estimates.

4.2.2 Poisson Mixture Models

Similar to the Gaussian mixture models described in the previous section, we fixed K =7
and considered nine combinations of (n,p) values, grouped into three categories based on
the ratio % = %, 1,5. For each (n,p) pair, we further examined five different values of the
minimum distance between cluster centers A.

In the case of Poisson mixture models, each cluster center corresponds to a p-dimensional
rate parameter vector for a Poisson distribution. Specifically, for each of the K clusters, we

first generated a p-dimensional vector of rate parameters uniformly within the hypercube

'Due to time constraints, we were unable to fine-tune the method, but future comparisons may address
this issue.
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Figure 5: Performance comparison of StGoF and BIC in Gaussian mixture models: Solid
lines represent StGoF, and dashed lines represent BIC. The accuracy is plotted against A
for different values of n.

[1,10]?. To ensure that the minimum distance between the cluster centers was exactly A,
the initially generated cluster centers were then scaled proportionally. After scaling the
cluster centers, each sample was assigned to one of the K clusters with a probability of 1/ K,
and data points for each cluster were sampled independently from a Poisson distribution in
each dimension, with the corresponding rate parameter for that dimension.

After generating the data, we applied both the BIC and StGoF methods to estimate K
for each of the 100 generated datasets and computed the accuracy of the estimates. The
final results are presented in Figure 6, where we compare the performance of both methods
under different experimental settings.
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Figure 6: Performance comparison of StGoF and BIC in Poisson mixture models: Solid lines
represent StGoF, and dashed lines represent BIC. The accuracy is plotted against A for
different values of n.

As can be seen, the accuracy of StGoF improves rapidly with an increase in A. In
contrast, the performance of BIC using R’s flexmix package is less satisfactory, especially
for relatively larger values of K.2.

2Based on my tests, BIC performs reasonably well for smaller values of K.
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4.2.3 Multi-distribution Mixture Models

In this experiment, we follow a similar data generation process as described in the previous
sections, but with a few key differences. The combinations of (n,p) values are divided
into three groups based on the ratio n/p = 1/5,1,5, resulting in a total of nine distinct
combinations. For each combination of (n,p), five different values of the minimum distance
between cluster centers (A) are considered. FEach of the (n,p, A) combinations is then
repeated 100 times to compute the accuracy of the clustering method.

In this case, we set K = 7 clusters. The process of generating the cluster centers begins
by first selecting K cluster centers within the hypercube [—10, 10]?. These initial centers are
then scaled to ensure that the minimum distance between them is exactly A.

The data generation for each sample proceeds as follows. First, for each cluster, a corre-
sponding p-dimensional vector of noise parameters is generated from a uniform distribution
between 1 and 10. This vector of noise parameters corresponds to the variance for each
cluster in each dimension.

For each sample, the p dimensions are randomly split into two groups: p/2 dimensions will
be assigned Poisson noise, and the remaining p/2 dimensions will be assigned Gaussian noise.
For the p/2 dimensions assigned to Poisson noise, the data points are sampled from a Poisson
distribution with the corresponding rate parameters drawn from the noise parameter vector
for that cluster. For the remaining p/2 dimensions, Gaussian noise is applied, where the
data points are sampled from a normal distribution with zero mean and variance determined
by the corresponding noise parameter vector.

In our experiments, we compare the clustering results obtained from our proposed method
with those from the gap statistics approach (Tibshirani et al., 2000). We applied the ClusGap
function from the R package, using kmeans as the clustering algorithm and setting the number
of bootstrap iterations to 100 (B=100). The gap statistic was calculated for different numbers
of clusters, and the optimal number of clusters was determined based on the gap statistic
values.

Remark 5. Utilizing PAM instead of k-means can improve clustering accuracy; however,
this comes at the expense of computational efficiency.

The results from this method are presented in Figure 7. In most cases, our method
outperforms the gap statistics approach, especially as the sample size n and parameter A
increase.

4.2.4 Computational Efficiency

In this subsection, we evaluate the computational efficiency of our proposed method com-
pared to BIC, based on the experiments described in Section 4.2.1. The computational time
for each combination of (n, p, A) was averaged over 100 runs. To streamline the presentation,
we selected three representative values of A for each pair (n, p). The results are visualized in
Figure 8 as logarithmic computational time plotted against n. From the figure, it is evident
that our method is significantly faster than BIC, often achieving runtimes that are approx-
imately two orders of magnitude smaller. This stark contrast highlights the efficiency and
practicality of our approach in these scenarios.
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statistics approach. The accuracy is plotted against A for different values of n.
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Figure 8: Logarithmic computational time as a function of n for three values of A. The
comparison demonstrates the superior efficiency of our proposed method (solid lines) over
BIC (dashed lines). These results correspond to the experiments detailed in Section 4.2.1.

4.3 Real Data Analysis

In this subsection, we apply our method to the United States 112th Senate Roll Call Votes
dataset, which records the voting behavior of U.S. senators over J = 486 roll calls. Following
the preprocessing steps described in Lyu et al. (2024), we encode the original categorical
voting data into binary responses and remove senators with excessive missing votes or those
not affiliated with the two major political parties. For the remaining N = 94 senators,
missing entries are imputed probabilistically based on their individual voting patterns.

From our theoretical analysis, it is evident that the guarantees of our method rely on
the assumption of exact recovery, which requires a sufficiently large sample size. In small-
sample scenarios, our method, being significantly faster than traditional likelihood-based
approaches, can serve as a rough estimator for the number of components and provide a
practical initialization for more refined methods. However, the challenge of estimating ¢ in
such settings necessitates adjustments to enhance robustness.

To address this, we modify the definition of Cy to Cy = 2n?/?p®/? with /3 increased to 6,
to compensate for the lack of a reliable o estimate. Applying this modification to the Senate
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Roll Call Votes data, our method estimates the number of components to be K = 2. This
result aligns with the known political structure of the dataset, which comprises two major
political parties: Democrats and Republicans. This demonstrates the practical utility of our
method in real-world scenarios, particularly as a fast and interpretable tool for exploratory
data analysis.

5 Discussion

The cut-off value of z, in our framework is theoretically grounded, but in practice, it can
be replaced by any constant, depending on the specific context or problem setting. While
increasing n in simulation studies helps mitigate issues related to this cut-off, determining
the appropriate value for real-world data remains challenging. This highlights the need for
more adaptive frameworks that can better account for varying data structures and problem-
specific requirements.

A major difficulty in real-world applications arises from the assumption that data is
generated by adding noise to predefined cluster centers with zero mean. This assumption
works in controlled settings but is overly restrictive for many real-world datasets where
cluster centers are not well-defined. As a result, the test scores may not behave as expected
under the null hypothesis, necessitating more flexible approaches that account for inherent
data variability.

The estimation of the variance parameter ¢ is another crucial factor influencing the
reliability of test scores. Although o is treated as constant in our model, real-world data
often deviates from this assumption. Inaccurate estimation of ¢ can significantly distort
the results, and its estimation typically requires prior knowledge of the clustering structure,
which is often unavailable. Future work could focus on developing methods for robustly
estimating ¢ without relying on prior clustering knowledge. Such methods would enhance
the flexibility of our approach and improve its performance in real-world scenarios where
the data structure is less predictable. Nevertheless, given the significant computational
advantage of this method, even in its current form, it can still serve as a reliable initialization
for the number of components, even without further modifications.

References

Abbe, E., Fan, J., and Wang, K. (2022). An ¢, theory of pca and spectral clustering. The
Annals of Statistics, 50(4):2359 — 2385.

Ahmad, A. and Dey, L. (2011). A k-means type clustering algorithm for subspace clustering
of mixed numeric and categorical datasets. Pattern Recognit. Lett., 32(7):1062-1069.

Akaike, H. (1974). A new look at the statistical model identification. IEEE Transactions on
Automatic Control, 19(6):716-723.

Bechtel, Y. C., Bonaiti-Pellie, C., Poisson, N., Magnette, J., and Bechtel, P. (1993). A pop-
ulation and family study n-acetyltransferase using caffeine urinary metabolites. Clinical
Pharmacology € Therapeutics, 54.

18



Biernacki, C., Celeux, G., and Govaert, G. (2000). Assessing a mixture model for clustering
with the integrated completed likelihood. Pattern Analysis and Machine Intelligence,
IEEFE Transactions on, 22:719 — 725.

Bouguila, N. and Fan, W. (2020). Mixture Models and Applications. Springer.

Cai, T. T. and Zhang, A. (2018). Rate-optimal perturbation bounds for singular subspaces
with applications to high-dimensional statistics. The Annals of Statistics, 46:60—89.

Chen, J. and Kalbfleisch, J. D. (1996). Penalized minimum-distance estimates in finite
mixture models. Canadian Journal of Statistics-revue Canadienne De Statistique, 24:167—

175.

Chen, J. and Li, P. (2009). Hypothesis test for normal mixture models: The em approach.
The Annals of Statistics, 37(5A):2523 — 2542.

Chen, X. and Yang, Y. (2021). Cutoff for exact recovery of gaussian mixture models. IEEE
Transactions on Information Theory, 67:4223-4238.

Chen, Y., Chi, Y., Fan, J., and Ma, C. (2021). Spectral methods for data science: A
statistical perspective. Foundations and Trends in Machine Learning, 14(5):566-806.

Dacunha-Castelle, D. and Gassiat, E. (1999). Testing the order of a model using locally
conic parametrization: Population mixtures and stationary arma processes. The Annals
of Statistics, 27(4):1178-12009.

Dreveton, M., Gozeten, A., Grossglauser, M., and Thiran, P. (2024). Universal lower bounds
and optimal rates: Achieving minimax clustering error in sub-exponential mixture mod-
els. In Proceedings of the Thirty Seventh Conference on Learning Theory, volume 247 of
Proceedings of Machine Learning Research, pages 1451-1485. PMLR.

Drton, M. and Plummer, M. (2013). A bayesian information criterion for singular models.
Journal of the Royal Statistical Society: Series B (Statistical Methodology), 79.

Dudoit, S. and Fridlyand, J. (2002). A prediction-based resampling method for estimating
the number of clusters in a dataset. Genome Biology, 3.

Foss, A. H., Markatou, M., and Ray, B. (2019). Distance metrics and clustering methods for
mixed-type data. International Statistical Review, 87(1):80-109.

Goodfellow, 1., Bengio, Y., and Courville, A. (2016). Deep Learning. MIT press Cambridge.

Gower, J. C. (1971). A general coefficient of similarity and some of its properties. Biometrics,
27(4):857-871.

Heinrich, P. and Kahn, J. (2018). Strong identifiability and optimal minimax rates for finite
mixture estimation. The Annals of Statistics, 46(6A):2844 — 2870.

19



Hennig, C. and Liao, T. F. (2013). How to find an appropriate clustering for mixed-type
variables with application to socio-economic stratification. Journal of the Royal Statistical
Society: Series C' (Applied Statistics), 62(3):309-369.

Hennig, C. and Lin, C.-J. (2015). Flexible parametric bootstrap for testing homogene-
ity against clustering and assessing the number of clusters. Statistics and Computing,
25(4):821-833.

Horn, R. A. and Johnson, C. R. (1985). Matriz Analysis. Cambridge University Press.

Huang, Z. (1998). Extensions to the k-means algorithm for clustering large data sets with
categorical values. Data Mining and Knowledge Discovery, 2(3):283-304.

James, L. F., Marchette, D. J., and Priebe, C. E. (2001). Consistent estimation of mixture
complexity. The Annals of Statistics, 29(5):1281 — 1296.

Jin, J., Ke, Z., and Luo, S. (2018). Network global testing by counting graphlets. Proceedings
of the 35th International Conference on Machine Learning, 80:2333-2341.

Jin, J., Ke, Z. T., Luo, S., and Wang, M. (2022). Optimal estimation of the number of
communities. Journal of the American Statistical Association, 118(543):2101-2116.

Keribin, C. (2000). Consistent estimation of the order of mixture models. The Indian Journal
of Statistics, 62:49-66.

Leroux, B. G. (1992). Consistent estimation of a mixing distribution. The Annals of Statis-
tics, 20(3):1350 — 1360.

Li, P. and Chen, J. (2010). Testing the order of a finite mixture. Journal of the American
Statistical Association, 105(491):1084-1092.

Liu, X. and Shao, Y. (2003). Asymptotics for likelihood ratio tests under loss of identifiability.
The Annals of Statistics, 31(3):807 — 832.

Lyu, Z., Chen, L., and Gu, Y. (2024). Degree-heterogeneous latent class analysis for high-
dimensional discrete data. arXiv preprint arXiw:2402.18745.

Manole, T. and Khalili, A. (2021). Estimating the number of components in finite mixture
models via the group-sort-fuse procedure. The Annals of Statistics, 49(6):3043 — 30609.

McLachlan, G. J. (1987). On bootstrapping the likelihood ratio test statistic for the number
of components in a normal mixture. Applied statistics, 36:318-324.

McLachlan, G. J., Lee, S. X., and Rathnayake, S. I. (2019). Finite mixture models. Annual
Review of Statistics and Its Application, 6(Volume 6, 2019):355-378.

McLachlan, G. J. and Peel, D. (2004). Finite Mizture Models. John Wiley & Sons.

Mixon, D. G., Villar, S., and Ward, R. (2017). Clustering subgaussian mixtures by semidef-
inite programming. Information and Inference: A Journal of the IMA, 6:389-415.

20



Ndaoud, M. (2018). Sharp optimal recovery in the two-component gaussian mixture model.
arXiv preprint arXw:1812.08078.

Schlattmann, P. (2009). Medical Applications of Finite Mixture Models. Springer Science &
Business Media.

Schwarz, G. (1978). Estimating the dimension of a model. Annals of Statistics, 6:461-464.

Srivastava, P., Sarkar, P., and Hanasusanto, G. A. (2019). A robust spectral clustering
algorithm for sub-gaussian mixture models with outliers. arXiv preprint arXiv:1912.07546.

Tibshirani, R. and Walther, G. (2005). Cluster validation by prediction strength. Journal
of Computational and Graphical Statistics, 14(3):511-528.

Tibshirani, R., Walther, G., and Hastie, T. J. (2000). Estimating the number of clusters in a
data set via the gap statistic. Journal of the Royal Statistical Society: Series B (Statistical
Methodology), 63.

Vempala, S. and Wang, G. (2004). A spectral algorithm for learning mixture models. Journal
of Computer and System Sciences, 68:841-860.

Volkovich, Z., Barzily, Z., Weber, G.-W., Toledano-Kitai, D., and Avros, R. (2011). Resam-
pling approach for cluster model selection. Machine Learning, 85:209-248.

Wang, C. and Yang, Y. (2024). Estimating the number of components in finite mixture
models via variational approximation. arXiv preprint arXiv:2404.16746.

Woo, M.-J. and Sriram, T. N. (2006). Robust estimation of mixture complexity. Journal of
the American Statistical Association, 101:1475 — 1486.

Zhang, A. Y. and Zhou, H. H. (2021). Optimality of spectral clustering for gaussian mixture
model. The Annals of Statistics, 49(5):2506-2530.

Zhang, A.Y. and Zhou, H. H. (2022). Leave-one-out singular subspace perturbation analysis
for spectral clustering. arXiv preprint arXiv:2205.14855.

21



Supplementary Material
S.1 Proof of Theorem 2

The second claim follows directly from the first claim. We will focus on the first claim.
As a natural corollary of Theorem 1, we already know

P(Z™) £Z) =0 as n— oco.

Comparing to P — Q(K)(ZTZ)A(Q(K))TX, we introduce the proxies of f’(K), %(’0)
and qb%m) below:
P& — 7(Z7Z) 127X,
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Next we will show: for fixed ¢t € R, IP’(qbg\IfO) > zy) > 1—a+o0(1) as n — oco. Hence
IP’(ng%() > 24) > 1—a+o(l) as n — oo.

We define Qy = D ivinis ia(dist) Wiria Wigis Wigi, Wiy, where W = S(A) — S(P).

We have the following lemma, which will be proved later.

Lemma S.1. Qy/ Var(@N) — N(0,1) in law.

Lemma S.2. E[(Q"” — Qy)? = O(N?)
0)
If we admit lemmas above, then we can rewrite ¢§§(’°) as \/W + W By Lemma
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where the last inequality follows from Var(Qy) < Cl.
Then we can choose € = z,, where s is slightly larger than 1. Then we have

QY — Q)
Jon

Let s approaches 1, we obtain that IP’(qﬁ%(’O) > zq) < a+o(l).

We now proceed to demonstrate that Var(@N) < Cy. Consider any ordered quadru-
ple (i,7,k,¢) with four distinct indices, there are 8 summands in the definition of Qv
whose values are exactly the same; these summands correspond to (iy, iz, 13,44) € {(4, j, k, £),
(J,k,0,0), (k,0,1,75), (,i,7,k), (k,j,3,0), (j,i,0,k), (i,¢,k,7), ({,k,7,7)}, respectively. We
treat these 8 summands as in an equivalent class. Denote by C(Iy) the collection of all
such equivalent classes of four distinct nodes in {1,...,N}. Then, for any doubly indexed
sequence {z;;}1<izj<n such that x;; = xj;, it is true that Zilm’ig’u(dist) Ty iy Ligis Ligis Tigiy =

8 ZC([N) TirioLigigLigig Ligiy - In partlcular,
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. Since W;; and Wy, are independent if (¢, j) # (i, j') and E[W;;] = 0, the summands are
uncorrelated of each other. As a result,
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S.2 Proof of Lemma S.1

For 1 < M < N, define the o-algebra Fyy = o({S(X);; : 1 <i<j < M}) and
YN,M = SN,M - SN,M—I)
where Sy = 0 and
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It is easy to see that E[Sya|Fna—1] = Svar—1. Hence, {Yn ), is a martingale
difference sequence relative to the filtration {Fy a}_;, and Sy n = Zz}\vjﬂ Ynam. To show
Snn — N(0,1) as N — oo, we apply the martingale central limit theorem and check:

(a) Z]A\zzl E(Yﬁ7M|FN7M_1) — 1 in probability
(b) Zﬁ:l E(Y]\Q/,Ml{|YN,M|>e}|~7:N,M—1) — 0, in probability for any € > 0.

Note that once we have checked that both conditions (a) and (b) are satisfied, then by
the martingale central limit theorem, Sy v — N(0,1). Hence we have proved Lemma B.1.

It remains to check (a)-(b). For preparation, we first derive an alternative expression of
E(YN7M‘JT"N,M,1). By deﬁnition,

1
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where Dy = 32, 1, i invecry) Yar(Wiy, ) Var(Wi,;, ) Var(Wiy;, ) Var(Wi,;, ), and the summa-
tion is over all 4-cycles in C'(Ips) \ C(Ip—1). Note that a cycle in C'(Ip;) \ C(Ip—1) has to
include the node M. Hence, we can use the following way to get all such cycles: First, select
2 indices (7,7) from {1,2,..., M — 1} and use them as the two neighboring nodes of M;
second, select an index k € {1,2,...,M — 1} \ {7, 7} as the last node in the cycle. This
allows us to write

1
Y = E Wi Wi U1,
N i<icj<m-1
where
INVERRTEE E Wi Wy,

1<k<M—1,k¢{i,j}

Conditioning on Fy ar—1, {WariW s hi<icj<m—1 are mutually uncorrelated and 'y 45
is a constant. Hence, it follows that

1 1
E(Y]\QLMU—"N’M_I):D— > r@_lﬁijvar(WMiWMj)zD— > T3, Var(Wog) Var (W)

N <ici<m—1 N j<icj<M—1

We now check (a). It suffices to show that
(©) E [ LN B0V | Faa)] =1

(d) Var (ZﬁzlE(YﬁM | fN,M_l)) 0.

(Then (a) follows by Chebyshev inequality)
Consider (c¢). The terms in I'j;_y,; are unconditionally mutually uncorrelated. As a
result,

EI% 0= ) Var(Wy)Var(Wy).
k<M. k¢{i,j}
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It follows that

N N
1
E Y EYRy | Fyn-)| = e > > Var(W ;) Var (W, ) Var(W ;) Var(W ;)
M=1 N M=11<i<j<M—-11<k<M—1k¢{i,j}
1
=5 Var(Wy,;)Var(W ;) Var(W ;) Var (W ;)
N

(M,i,5,k)€CC(IN)

This proves (c).
Consider (d). We first decompose the random variable 323, E(Y¥ ar | Fna—1) into the
sum of two parts, and then calculate its variance. We have

F?Mfl,z] Z chzwk] + Z WkZWkJWZzWZja
k#£L

where k and ¢ range in {1,2,..., M — 1} \ {7,j}. Now we can have a decomposition

N
S EYR | Fyn-r) = Lo+ 1L,
M=1

where
T
I, = e Z Wi W3, Var(W ;) Var (W),
—1i<j<M—1k<M—1
and
1N
b — D_ Z Z WkiwkjW&'ngV(ZT(WMi)VaT(WMj)‘
M=1i<j<M—1kI<M-1 k,l¢{ij}
Then,

ar (Z E(YZ . | fN,M_1)> = Var(1,) + Var(I) +2Cov(I,, I,) < (v/Var(I,) 4 +/Var(I,))?

M=1

It suffices to show that both Var(l,) — 0 and Var(l,) — 0.

Consider the variance of I,. In the sum of 1,, all 4-cycles (k, i, M, j) involved are selected
in this way: We first select M, then select a pair (7, ) from {1,2,..., M — 1} and connect
both 7 and j to M, and finally select k to close the cycle. In fact, these 4-cycles can be
selected in an alternative way: First, select a V-shape (i, k, j) with k& being the middle point.
Second, select M > max(i, k, j) to make the V-shape a cycle. Hence, we can rewrite

N
1
) WEWE Y V(Wi Var(War)
>

=1 1<i<j<N i#k,j#k M>maz{i,j,k}
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(bgij = Z Var(W ;) Var(W ;)
M>max{i,j,k}

We now fix k& and calculate the covariance between W7, W? ; and Wiy Wy for (1,7) # (i, 5').
There are three cases.
Case (i): (4,7) = (7, '). In this case, Var(W};,W3,) < E[W ;W] = E[W]EW; ] < Co®.
Case (ii): ¢ =4’ but j # j'. In this case, we have Cov(Wj,W7,, Wi W} ) = Var(W}, ) E[W}, W}, | <
Co*- 0?0
Case (iii): ¢ # i’ and j # j'. The two terms are independent, and their covariance is zero.
Combining the above gives

=
=
s
=
WE

Z bizy : OO’S + Z bk‘ijbkij’ . O'8

k=1 \1<i<j<N k#i,k#j 4,5 €{4,...N}\k i,j,5'are distinct

(Here we use the inequality Var(32~,V;) < NN, Var(V;))
We now bound the right hand side. Var(W;;) < 0. Hence, byij < Y000 < Not. As
a result,
C N6
DY

N
Var(I,) < D—Q(Z 256N?0'0 + > 16N%0'%) <
N ki kyinjj'

Moreover, since Dy > 78N (N — 1)(N — 2)(N — 3). As a result, we have

0016]\/‘7

Var([a) < W = 0(1)

Consider the variance of I,. Rewrite

1
Iy = — Z Ckliijuj-

D
N kol dist

where leij = WkiijWh-le, Cklij = ZM>maz{k,l,i,j} Var(WMi)Var(WMj).
Since I, has a mean zero, Var(I) = E(I?). Additionally, for 2 cycles (k,/,i,j) and
(K',¢',i',7"), only when they are exactly equal, we have E[G;;Grei ] # 0. As a result,

1 1
Var(I) = D—]gv Z Ciez‘jE[Giﬁj] = D_]QV Z Ci&’jvar(wki)var(ij)Var(Wli)var(le)'
k,0i,j are distinct k,l,i,j are distinct

Similarly to how we get the bound for b;j;, we can derive that cpp; < N o*. Hence,

1
Var([b) < WN4 : N20'16 = O(l)

As a result,
\/ Var(I) = o(1).

Thus we have proved (a).
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We now check (b). By the Cauchy-Schwarz inequality and the Chebyshev’s inequality,

N N
Z E | NM]-{YN wset | Fvo1] < Z \/E [Y]%,M | Fnpi-1] \/P (Y > €| Fya-1)
M=1

M=1
N
S 6_2 Z E [Y]é,M | .FN7M_]_:| .
M=1

Therefore, it suffices to show that the right-hand side converges to zero in probability.
Then, it suffices to show that its L'-norm converges to zero. Since the right-hand side is a
nonnegative random variable, we only need to prove that its expectation converges to zero,

ie.,
N
E[> Yiu|=o)
M=1

We have

1
E[Y]é,M] :D_g( Z E [W;\L/Iz'wﬁlw]'] E[FZZL\/[—l,ij] +4 Z ]E[F?\/I—l,ijr?\/[—l,i’j’]E[W]Q\/[iW%JjW?\/[i’

N 1<ici<m—1 (4,)7#@",5")
2
Wil

since IE[WM,WM]WM,/WMJIWMZHWM]UWMZWWMJW] = 0 if any of ¢, 7,4, 5", i", 5", ", "
appear only once. Note that if (¢, ) # (7', j'), IE[Wk”WkUW;WW;WWk3,/Wk3]/Wk4Z/W;€4J | =
0 unless ky = ko, k3 = k4, then we have

2 2
E[FM—l,ijFM—l,i’j/] < E E[WkliWklekQiszjWkgi/Wk3j/Wk4i/Wk4j/]
1<k, k2,k3,ka<M—1 k1,ko@{i,5},k3,kag{i',j'}
= Y E[GikijGrokais!]
k1=ko,ks=ka
< CN?¢®

Combining this with the fact that E[I'}, , ..] < CN*0® (each term is smaller than C'o®), we
deduce that

y4 1 6 _16 _ o't
E[ N,M] S W : CN o - 7'16N2
As a result,

N A o6

M=1
This gives (b) follows.

Remark 6. We largely follow the proof presented in Jin et al. (2018). However, it is
important to note that their proof for assertion (b) contains an error due to a miscalculation
of E[Yﬁ ). To address this issue, we have modified their proof to ensure correctness.
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S.3 Proof of Lemma S.2

The proof is combined with the proof of Lemma C.3, see below.

S.4 Proof of Theorem 3

Recall that Z is the true Community label matrix. Fix 1 <m < K. Let {G},, be the class of
N x m matrices Z®, where each Z(®) is formed as follows: let {1,2,.... K} = S; U S,.. U S,
be a partition, column ¢ of Z© is the sum of all columns of Z in Sy, 1 < ¢ <m. Let L©® be
the K x m matrix of 0 and 1 where
O(k,¢)=1ifandonlyif kin S;, 1<k < K, 1 </ <m.
Therefore, for each Z(© € G,,, we can find an L(® such that Z(© = ZL©.
Now we can construct P9 based on Z(® and introduce P9 = Z(©) ((z)TZ®) (ZO)TX,

Qg\T’O) = Zh,ig,iii‘;(dist) N N
(S(X)'Ll 12 T (S(P(m’()))ihiz)(S(X)iz,i:a - (S(P(mp))iz,i?,)(S(X)is,izx - (S(P( ))Z3 14)(S(X)l4 11 -
(SP™0Y, ), and ¢ = QI /\/Cy. These are the proxies of P QU™ and ¢\,
respectively, where Z™ is now frozen at Z(©. R

Now we define a non-stochastic counterpart of P(0) a5 follows. Let P9 be constructed
similarly to P(™9  except that X is replaced with P. Similarly, we can define the following

proxy of Qg\’,n’o)
AV = > (S, — (SP0), ) (S(X) iy — (SPTD) i) (S (X)igis — (SP™),0)

il,iz,’ig,’i4(dist)

(S(X)i4,i1 - (S(P(mp))u,il)
Introduce P9 = P — P(m9) thus we can rewrite @E\r,n’o)

QE\TZH’O) = Z (Wzm + S( (0} )zym)(wzgzs + S( (m.0) )2213)(W2314 + S< )23i4)

i1,i2,i3,i4(dist)

(Wi4i1 + S(P(m70))i4i1 ) :

Let 5 be the k-th largest (in magnitude) singular value of P™0) and recall that o} is the
k-th largest (in magnitude) singular value of P. We have following lemmas.

Lemma S.3. For cach 1 <m < K, tr(S(P™)4) > Co*N4.
Lemma S.4. For1 <m < K,

E[QV"] = t(S(P™O)%) + o(N*),  Var(QW"”) < C(N°? + N°o* + N'o®).

Lemma S.5. For1 <m < K,

EQY" = QX = 0('p?), Var(Q™ = Q™) = o(N%).
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For notation simplicity, we write pm0) = P,

We now prove Theorem 3. Note that by Theorem 2, the second item of Theorem 3 follows
once the first item is proved. Therefore we only consider the first item, where it is sufficient
to show that for all 1 <m < K,

E\T) — 00, in probability.
By Theorem 1, there exists an event A, with P(AS) < Cn~ as n — oo, such that on event
A,, we have Z(™ € G,,. This further indicates that on event A,, we have

¢§\7fn) > min (m.0)

— z0)eg,,

Then further notice that the cardinality of G,, are m, which is of constant order as long
as K is constant. Therefore to prove ¢§$”‘ — o0 in probability, it suffices to show that for

any fixed Z© € G,,,.
(;55\7”’0) — 00, in probability. (S.1)

By Lemma S.3-S.5,

(m,0) (m,0)
Q\?/NO_] > N+ 5. 14 o0(1)] = oo, Var( \/NC’_) < CN™*
N N

Therefore, by Chebyshev’s inequality, for any constant M > 0,

E[

o N v
<M)<(E — M) “Var <C — 0,
) < (BIS=] = M) V(o)) <

(N3 [1+ o(1)] — M)?
Hence we conclude the proof of Theorem 3.

Remark 7. Based on Assumptions 1 and /, o is a constant and each component of the
cluster centers is bounded by Cp. Combining this with the Non-Splitting Property, it follows
that &, obtained from Algorithm 2, is also bounded with high probability. Since the proofs of
Theorems 2 and 3 are based on the order of N, the boundedness of & ensures that replacing
o with o does not affect the validity of our results. Consequently, the proofs for Algorithm 1
also apply to Algorithm 2.

S.5 Proof of Lemma S.3
By definition, it is easy to see

CLHOT + -+ CLU(O;(

~

(ZE)TZE) 2P

am107 + -+ a0y

where a1, ..., ankx € [0, 1] satisfy ZJK:1 a;=1,1=1,....,m.
It follows that the 2-norm of each row in P = P — P(™ is the Euclidean distance from
one of 7,...,0} toone of a1,07 + -+ a1xO0%, ..., 0107 + -+ + anK 0.
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Recall that zi,..., 2z, are true row cluster assignments, we introduce 25"”, . ,fz}(bm) are
pseudo row cluster assignments and pseudo row clusters Cfm), e C&m) corresponding to

Z(™). To this end, we can rewrite P as

* K *
0 Z 1 a2£7n)j 0

J:

For any « = 1,..., K, using the pigeonhole principle and
Cil =GN G|+ -+ [Cin O,

we can deduce there exists t; € {1,...,m} such that

|G|
. > >_‘
icinei™| Rl

As a resglt, 07 — ZJ 11,507, 0% — Z]K:l ai;07 appear at least 9¢n times across all the
rows of P.
Since ty,...,tx € {1,...,m}, using pigeonhole principle again, we deduce that there

exist u # v such that t, = t,. Therefore, 8 — Zfil a,;0; and 6 — Zle a,;0; both appear

at least %n times across all the rows of P.
By triangle inequality, we know

K K
max (16— 3" a0 107~ 3 00,62} > 5110 — 65 > A
=1 j=1
Without loss of generality, assume [0 — Z]K:l a,j07 ||2 is the larger one. Since it appears
at least 2n times across all the rows of f’, we can find a submatrix of P consisting of ¢n
0 — Z im1 atuﬂ* s vertically stacked together. It is easy to see the 2-norm of this submatrix
is larger than = \/%A. We conclude that

IP||2 = w(v/nA) = w(no).
As a result, tr(S(P™0)4) > Cot N4,

Remark 8. If we further assume k(©) = O(1), this lemma follows directly from the facts
that rank(Z™) = m and o = w(v/N)

S.6 Proof of Lemma S.4

Given an N x N symmetric matrix T, we define a random variable:

QVV(T) = Z (Wiliz + Ti1i2)(wi2i3 + Ti2i3)(wi3i4 + Ti3i4>(Wi4i1 + Ti4i1)'

il,ig,ig,i4(dist)

Then, @5\7,”’0) is a special case with T = S(P). We aim to study the general form of Qyy (T
and prove the following lemma:
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Type #  Examples Mean Variance

I L Xy =20 nigia(aist) Wiia Winis Wigiys Wi, 0 O(N'o®)
11 4 Xo =D i inigia(dist) Liria Wizis Wigia Wigiy 0 O(N'o®)
HIa 4 X3 = Zil,iz,ig,u(dist) TilizTi2i3Wi3i4Wi4i1 0 O(N5U4)
IIb 2 Xy = E’i1,i2,i3,i4(dist) Ti1is Wigis Tigiy, Wi, 0 O(N504)
v 4 X5 =2 inigia(dist) Livia Linis Tiziu Wigi 0 O(N°a?)
\ 1 Xe = Zil,ig,ig,u(dist) TilizTizisTiauTu’h tT(T4)+O(N4) 0

Table S.1: The post-expansion sums of Qy (7") have 6 different types. We present the mean
and variance of each type.

Lemma S.6. As N — oo, suppose there is a constant C' > 0 such that |T;;| < C for all
1 <i,j <N. Then, E[Quw(T)] = tr(T*) + o(N*) and Var(Qu (T)) < CNS.

We now set T = S(P™9) and verify the conditions of Lemma S.6. By Assumption 7,
S(P™) < 2Cp and hence we can apply this lemma. The claim follows immediately.

It remains to show Lemma S.6. We write Qu(T) as the sum of 2* = 16 post-expansion
sums. Each post-expansion sum takes a form

X - E a’i1i2 bi2i3 Ci3i4 di4i1 )

91,12,13,04 (dist)

where each of a;;, b;j, ¢;j, d;; may take value in {W,;, T;;}. Then, E[X] is equal to the sum
of means of these post-expansion sums, and Var(X) is bounded by a constant times the sum
of variances of these post-expansion sums. It suffices to study the means and variances of
these post-expansion sums.

We divide 16 post-expansion sums into 6 common types and compute the mean and
variance of each type.

The calculation of mean is easy since W;; and W are independent if (4, j) and (¢', j')
are distinct. Besides, we have E[X¢] = tr(T?) — A and |T;,4, Tiis Tigis Tisiy| < C, then it
follows that E[Xe] = tr(T) + C 32, 1, is ioymon_daist L = t1(T) + O(N?).

Now we turn to the calculation of variance.

We already see Var(X;) < CN6® in the proof of Theorem 4.

Now we introduce three terms below.

(1) _
Xiyinsisis = Wiria Lisis Ligis Ligin + Tivis Wigis Tigiy Tigiy
+ Tirio Tigis Wigin Tigin + Tiris Tigis Tiis Wiy

2
X( ) inia WilizwigigTi3i4Ti4i1 + WiliQTi2i3Wi3i4Ti4i1 + WiliQTi2i3T’i3i4Wi4i1

11,12,23,%4

+ Tirio Wisis Wigis Tigi + Tiyio Winis Wigis Tigiy + Tiyin Tinig Wigi, Wagiy

3
X( )' 3,04 Ti112Wi2i3Wi3i4Wi4il +Wi1i2Ti2i3Wi3i4Wi4i1+Wi1i2Wi2i3Ti3i4Wi4i1 +Wi1i2Wi2i3Wi3i4Ti4il'

11,22,13,%4
Note that the f in ! M <
ote that the four terms in x; ;. . ;. Xiy ininis) <

Co? and >, Var(y!"” ) < ON4o2.

11,12,13,%4

are independent of each other. Hence, Var(
11,12,13,54 )dist
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(1) and X/ y Let (j,s,m,l) be any

11,12,83,04 i1k i il
cycle on the four nodes {iy, 1,143,474}, and let (j’,s',m’,l') be any cycle on the four nodes
{2/1, 2/2, Zé, Zil} As 1011g as {j, S} 7é {j/, Sl}, the two terms stTsmelle and Wj’s’Ts’m’Tm’l’Tl’j’
are independent, hence, their covariance is zero. Otherwise, the covariance is bounded by
Co?. Tt follows that

Z Z COV(XZI)Z2 . wX( ) )< C o2 < CN°

i ,ih,i5,0)
(41,82,i3,54)dist (i] ,ib,i5,i) )dist 11,12,13,14,15,1)

We then look at the covariance between y

Hence, the above imply Var(3_; ,, 1) ) < C'NS.

13,14)dist X11,12,25,Z4

We can consider other terms similarly. We have E[( @ )] =0, E[( ®) )] =0,

XZI 182,13,14 X7417742723al4

2 3 3
Var(xu,zz,z;g,u) S E[<X§1,)22,13,14) ] S 36047 Var(Xgl,)iQ,i:g,'L'zl) S E[(X§1312,13,14)2] S 16067
2(11,22,23,14 dist V&I'(X“ )zg i3, 14) — CN4U4 and Z (i1,i2,i3,i4 )dist Var(xz(l,)ig,ig,i4) S CN406‘ Addl_
(2) (2) 3) () :
tionally, to ensure COV(Xu,zz,zs,wle,z‘;,z‘g,z‘g) (resp. COV(XHJZJ&M’Xill,ilz,ig,iil)) is nonzero, we

need #{ (i1, ia, is,is) 1 (1} i, 1, 15)} > 3 (respf{ (i1, iny g, ia) N (31, i, 1y, 7;)} = 4) and hence

Z Z COV(X217)127137Z4’ X( ) ) < CN5’

i1,15,15,14
(41,82,43,84)dist (4] ,i5,i5,4) )dist

Z Z COV(XZL)M,Z:&,M’ X( ) ) < ON47

i,15,15,14
(il,ig,ig,i4)dist (1/1 ,ié,ié iil)dist
sl (2) 5 (3) 4
which imply Var(Z (41,82,i3,14)dist lez,ls,u) < CN” and Var(z (11,82,13,34)dist Xu,lzﬂs,m) <CN"

1 2
Therefore, for y = Z(il,ig,ig,u)dist(Xgl?iz,ig,i4 + xgl?@,ig’u + xﬁl,)imm), we have

1 2 3
Var(x) <3(Var( Y xXiaa) +Var( Y X2 )+ Var( Y X))

(i1,82,13,14)dist (41,i2,i3,i4)dist (41,12,33,i4)dist

< CN°S

Consequently,
Var(Qw(T)) < 2(Var(X;) + Var(x)) < CN°.

S.7 Proof of Lemma S.5

Recall that our objective is to analyze the quantities |E[Q§\T’O) — Qv%n’o)ﬂ and Var(Q%n’O) —
Qv%n’o)). To this end, we first examine the expression Q%n’o) — @ N 0,

We introduce the notation M;;re(X) = X;; X, XXy, for any symmetric matrix X and
distinct indices (i, j, k, ¢). Thus, we have

5\7%0) - ~§<’[ﬂ,0) - Z |:Mi1i2i3’i4 (X) - Mili2i3i4 (}2) ?
11,82,13,84 (dist)

where

Xij = S(f)(m’o))ij + Wij + Dij,
Xij = S(P(m’0)>w + WZJ
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The matrix D;; is defined as

(0, if (i <n,j<n)and (i >n,j>n),
ZkzeC<m> Wi
— i (i<n,j>n),
Dij - |C |
Zle(]ﬁm) Wi
—, if (i >mn,j <n).
le'sg)

For simplicity, we shall omit the superscripts (m, 0) in (P, €). From the expressions for
X;; and X;;j, we observe that M; i, (X) — Mi i, (X) expands into 3* — 24 = 65 terms.

17
Therefore Q(m 0) %" 9 consists of 65 post-expansion sums, each of the form

Z ailini2i3Ci3i4di4i1, where a, b, C, d € {S(]/.S), W, D}

(41,i2,i3,i4) (dist)

To analyze |E[ %n,o) — ]| and Var(Q m.0) ~§\7,n70) ), we apply the triangle inequality
and Cauchy inequality, reducmg the problem to evaluating the absolute mean and variance
of each of these 65 post-expansion sums. In Table S.2, we categorize them into 15 distinct
types, displaying their respective counts, absolute means and variances.

Table S.2: The 10 types of post-expansion sums for (@ (m0) _ %”’0)).
Type Count Name Formula Abs. Mean
Ta 4 Y > i fﬁfﬁﬁ)“ D, Wiis Wi, Wiy 0
Ib 8 Y, Z“”j{iﬁ' i D40, S (Pigis Wisis Wi, 0

4 Ys Zilkz§f§§714 D, W4, S(P )23L4Wi4i1 0
Ie 8 Y 2“7{5;;’5)“ Di,5,S(P)iyiy S(P)igis Wiy O(np?)
4 Y5 Zn(zjlslg)u Dy,1,S(P)iyis Wiyt S(P)iiy 0
Id 4 Yo @ Doa (tgl;g)u Di1i2S(f))izigs(f))i3i48(ﬁ)i4i1 0
IIa 4 A Z“glz%u DiyiDinis Wizis Wiy O(p*)
2 Zy 221(131523)14 D;,iu Wi, Disis Wiiy o(p?)
b 8 Z3 Zzl(zjlgg)u DzlizDi2i3S(P)2%l4WZ47~l 0
4 Zy Zzl(ljlzg)u Di1i28(f))2223D2324W1411 0
IIc 4 Zs Z”Zi:i;“ D, DiizS(P)igin S(P) iy O(np?)
2 Zs Zilﬁggu D, S(P)iyisDii, S(P) iy 0
Ma 4 T Y, iz 1 Dina Dz Diiy Wovi O(p?)
I1Ib 4 T > i, (Zglszta i D2112D2213D2314S( Viais 0
v 1 F Z“@iigu D;,i,DiyisDigi, Diyiy O(p?)
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We shall proceed to verify each result in Table S.2 individually. Additionally, we will
establish an upper bound for the second moment of each type, which will allow us to control
the variance.

Actually, our primary objective is to prove that Var(QS(,n’O) — @%ﬂ’o)) = o(N®). Accord-
ingly, it suffices to demonstrate that E[Y?],E[Z?], E[T7], E[F?] = o(N®) for i,j = 1,...,6

and k£ = 1,2. Observe that any sums arising from expansions in E[(Qg\T’O) — ~§\7,n’0))2] are

bounded by (2Cp)® multiplied by a convex combination of terms of the form |[E[[Ti<x<n Ej5']]
1<1<p

with Y 1<k<n iy < 8. This indicates that such sums are uniformly bounded by a constant,
1<i<p

which we denote by C.

Consequently, in our examination of E[Y;?], E[Z?], E[T?], E[F*], we can confine our anal-
ysis to the expanded summations in which the indices are distinct. This point will be
elaborated further in the proof for Type Ia.

We begin by simplifying the structural assumptions in the matrices. Due to symmetry,
the entries D;;, W;;, S(P);; are non-zero only when either ¢ < n and j > n, or vice versa.
Therefore, for analyzing terms of the form E[a;,;,bi,isCisi,disiy ], We need only consider two
cases: (1) iy,i3 < N and 49,74 > N; and (2) ig,94 < N and 47,43 > N. Similarly, when
evaluating terms such as E[a;,4,biy:4Cisi 4di4i1ai’l i b,yzig Ci’siédiii’l ], we distinguish four cases based
on index configurations: (1) iy,is3,4),45 < N and ig,14,15,7) > N; (2) 41,43,15,7; < N and
Q0,115 > N; (3) dg,i4,11,75 < N and iy,143,45,4) > N; and (4) ig,i4,15,7, < N and
i1,13,%),75 > N. Furthermore, it is essential to note that the variables E;; are mutually
independent, a property that leads to the vanishing of many terms in our expansions. This
independence is critical in subsequent analysis.

S.7.1 Type la

‘E[}/l]l < ’E[ Z Di1i2wi2i3Wi3i4Wi4ilH + |E[ Z Dilizwiziswi3i4wi4i1”

(’L'l,l'z,l'g,i4)dist (il,iz,iS,i4)diSt
11,i3<N,i2,ig >N 11,i3>Nyig,ia <N
2kect Whiy > ectm Wiy
= S W W - W . Zig
—E Y W W Wil [+ B Y =
(il,iz,i37i4)dist | 2i1 | (i1,32,13,14)dist | 2¢2|
11,83 <N, ig,ia >N i1,83>N,i2,i4 <N
Wi2i3 Wi3i4 Wi4i1] |
=0
Zkecﬁ”) Wk:iQ
The last equality holds because, for the case 1,13 < N, 9,74 > N, the terms IC(an)I \\%
2.
1
Wi, W, are independent. Similarly, for the case 79,794 < N, 13,43 > N, the terms
1ect™ Wiy
Zip . - . i
WWW” W.,i,, Wi, are independent.

Now we turn to E[Y?]. To proceed, we partition the post-expansion summations in E[Y}?]
according to the indices involved.
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21 _ E
(il 12,13 ,i4)diSt
(i iy st

< |E[ E Diyis Wiyis Wigiy Wiy Dirin Wigin Wris Wi |
(i1 i i ia,i} il il 7)) dist
+ | > E[Dyi, Wigis Wi, Wi, Diris Wiris Wris Wi ]|

(il,iz,ig,i4)dist
- (#,i5,0)dist
#{(41,12,i3,14)N (3 35,1544 ) } > 1

The second term can be controlled by CN7 - C, = o(N?®), allowing us to focus solely on the
first term.

E[ E Diyi, Wigis Wiy Wiy Diris Wgir Wi i W |
(il,ig,ig,i4,i/1,ié,ié,ii)dist
ZkEC(Am) Wkig ZkECgrf) sz'Q
iy i
<|E[ E o Winis Wisis Wisi, —— 05— Wi, Wiy Wi ||
(11,42,13,14, 1% ,15,1} )dist ’C%l | ’C%’l ’
11,13, 85 <N i2,i4,15,i4 >N
E : Ziy 9
1,523,290y SIV,22,04,27 ,23>
ZlECYM Will ZkEC;n:) sz’Q
ig i
+E] ) o Woas W Wo Wi W W )
(’il,iQ,ig,i4,i/1,ié,iéﬂi)dist ’ 2i2 ’ | 2,1
12,04, 85 <N i1,i3,15,i4 >N
ZlGC/(\m) Will Zlecgrlb) W’Llll
Zig o
IR ) e Wi Wi Wi W W W |
(i1,ig,i3,i4,i/1,ié,ig,ig)dist ’ 22'2 | | 22/2 |

12,014,151y <N,i1,i3,i],i5>N

=0

The last equality holds because, for the cases i1, i3, 1], 15 < N, ig, iy, 5,1y > N and iy, i3, 15, i) <
N, ig, i4, 2/1, Zé > N, the terms DllzzszlgDz’lz’QWz’ngWzéziwzﬁlz’l7 Wi37;4, Wi4i1 are independent.
Similarly, for the case ig, 4,7}, 15 < N,iy,13,45, 9, > N and o, 44,15,y < N,iy,13,17,45 > N,
the terms D, 3, Wiyi, Diriy Wi Wiy Wi, Wiy, Wiy, are independent.

Thus we have proved E[Y?] = o(N?®).

S.7.2 Type Ib

Similar to the analysis for Type Ia above, we obtain

[E[Y2]| = [E[Ys]| =0,
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E[ Z DiliQS(P)'ngnggquulD i ’S( )z’zinggzﬁlwzﬁlz’l] =0,

E[ Z DlllQWZQ’LgS( )1314Wz411D7, zéWz’ngS( )ZSZ’W" "] =0.

S.7.3 Type Ic

Using the property that E;; are mutually independent again and |S (13)U| < 2Cp, we readily
obtain

|ED/4]| < ‘E[ Z Dilizs(f))iQiSS(f))iSMWMil]| + |E[ Z Dili28<f))i2i38<f))i3i4wi4i1]|

(41,02,i3,i4)dist (1,i2,i3,i4 )dist
’i1,i3§N,i2,i4>N ’i1,’i3>N,’L'2,’L'4§N
Zkecg”) Wii _
= |E[ Z #S(P)QBS(P)QMWMHH
(i17i2,’i3,’i4)dist | 21-1
i1,i3<N,ig,ig>N
Zlecgn) Will . .
+EL Y 5 S(P)uiuS(P)iyi, Wi |
(il 12,13 ,i4)dist ‘ 0222
11,i3>N,i2,14a<N
Zlecgﬁ) Wi -
- |E[ Z #S(P)iﬂa‘s(P)isMWMh”
(i1,82,13,14)dist | 27;2

i1,i3>N,i2,ia<N

W? ~
= | Z E[ (Z;LZ)2 S<P)22i3S(P)i3i4”
(41,i2,i3,i4)dist ‘ 2,‘2
11,i3>N,io,i4a<N
i4€C¥n)
ig
W2, ~ ~
111
< Z EHﬁS(P%QwS(P)mMH
(i17i2,i3,i4)dist |CE¢2
11,i3>N,io,igs <N
i460¥n)
ig

Now we can select (ig,i4) as follows: we first select a pseudo cluster based on 7m0 and
select a pair (ig,44) from this cluster. By combining this with the moment inequality for
sub-exponential distributions,

w2, C™N Co?
Y| <10 Y B[] 4%&2(‘ , ) o = Otm?)
(i2,i4)dist |Cz | |C |
i i <N 2
z‘jez{m
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Now we turn to finding an upper bound for [E[>_; ;. . ;. oy D;,;,S(P)iyi,S(P)ii, Wi, D;

/ ! sl ta
11,82,13,14,8] 1,14 3 ) dist

S(ﬁ)i;igs(f’)igigwi;ig” Similar to the analysis for Type Ic above, we obtain

!
1%2

|E[ > D13, S (P)izis S (P)igis Wiy Dig iy S(P)igiy S(P) iy Wiy ||

2 kect Wi,
S(P)izisS(P)igis Wiy WS(PM%S(PM i Wi |

1

Zle(}g’f) Wiﬁl
i2

Zkecg@ Wi,
*1

<|E| > s

AAAAA — |
(41,82,83,14,1] ,i5,i%,1) )dist e
AR 2 Al
11713711:Z3§N7127Z4722’l4>N

ZkEC’Lfn) Wkig
i

+E[ > oS (Pigis S(P)igis Wisi, —— 255 (P)ig i, S(P) gy Wit ]|
(i1,’iz,ig,i;;,i/l,ilz,ig,iil)dist ’ Eil | | 22/2 ’

i1,i3,ié,igSN,iQ,i4,ia,ié>N

Do Wi N Zkecg?j) Wi,

+|E[ o Z | |Cz,;—2m)|S(P)i2i3S(P)i3i4Wi4i1@—;”S(P)igigS(P)igigWigi’lﬂ
i, iy SN in i ibyih >N & zZ

Zlecﬁfn) Wi ~ _ Zle()g’f) Wi

+|E[ B Z N wzi—Qm)ls(P)izz‘gs(P)isuwiulW‘S(P)igigs(f’)igigwigigﬂ
Zig Z.

) T .
(41,82,83,i4,1] ,i5 14,1} )dist A

12,5 v20830 40
12,84,55,14 <N i1,i3,i] ,i5>N

Wi21i4 D D nglﬂ/ D -
=| > E[WS(P)igigs(P)isu]E[ (J(m)4 S(P)ii, S(P)i |
(il,i2,i3,i4,i/1,Z'Ig,i/g,iﬁl)dist | 27;2 | | 21/2 |

12,14,15,1) <N ,i1,i3,i7,15 >N
. m . m
24602 ) ,zZIEC’; )

2 1’2

Wi o5 5 Wi o= ~
< > Bt S s SPs IE]5 S P) S P

z Zi/

i9 5

@2 ,i4,i’2 ,iﬁl <N,i1,i3 ,i’l ,ié>N
. m . m
14602 ) ,ZZIEC; )

12 il

w2, Wi,
<16C > El— i Bl
oL EREER

]

12,134,151 <N,i1,i3,i] 15 >N
. m . m
14602_ >,7,ZIEC§ )

2 1’2

Now we can add some terms to make this summation more organized,

E[ > D1, (P)iis S(Pigi, Wiy Digig S (P)ig iy S (P, Wi ||

4 Wgz Wz‘Q’z"
<16ch S E[—) S B
- |C(m)] |C(m)|

‘(i},ig,i32i4)dist 22'2 (ill,ié,ié,iil)dist 21/2
11713>N7Z(2,l)4SN 1,15 >N,ib iy <N

. ,\m . (m/)

Z4ECZZ-2 121€Cgi/2
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L CN Co? SN /1CMN Co?
e £ (TG E(T )
202 oz e i
=0(n’p")
On the other hand, it is easy to obtain |E[Y;]| = 0 and E[Z(il7i27i37i4ji,171.,272.%72.2)&“ D1, S(P)iyis Wisi,

S(f))mlDz"li;S(f))" + Wi S(P); #] = 0, following a similar analysis as for Type Ia.

!
tat3 3% L7l

S. 7.4 Type Id

Similar to the analysis for Type Ia above, we obtain [E[Ys]| = 0and E[>_; . .0 i i ; D,
S(P)irisS(P)iginS(P)iyiy Diyiy S(P) it S(P) i, S(P) e | = 0.

S.7.5 Type Ila

Using the previously demonstrated proof approach, we can obtain

EZ) < [E[l Y DuuDui Wi Wiall+E[ Y DiiyDii Wiyt Wi |

(1,i2,i3,i4)dist (11,i2,i3,i4 )dist
11,i3<N,i2,ia >N i1,i3>N,i2,i4 <N
ZkeCﬁ’_”) Wkiz ZleCE’_") Wizl
=k i i3 i W
| [ |C(m) |C(m) i3i4 1411”
(il,i27i37i4)dist 21'1 27;3
11,i3<N,ig,ia >N
2iectm Wit 22 cotm Whig
Z; Ziy
+|E 2 i W
ELY g W Wl
(il,iQ,i3,i4)diSt 21'2 21'2
11,i3>Nyi2,ia <N
2ectm Wit 2pecom Wig
Zig Zig
- |E[ E Wi3i4Wi4i1]|

lefg
Ziq

[ef
Ziy

(i1,82,13,14)dist
i1,i3>N,iz,ia<N

Again, we can limit our focus on the case where i and iy belong to the same pseudo cluster.
Hence we obtain

o CMN Cot
< 2 (& _ 4,2
E[Z)]| < p Z ( ; ) e O(c'p?)
=1 i
Now we turn to finding an upper bound for [E[Y_;, ;) i, i i v Dy i, Digis Wiy Wiyi, Dirir
Dy Wi Wi

13ty 31

t1t2 30 '3t T Wl

E[ Z DiyiyDigis Wigis Wiyi, Dirsy Di'Qi' Wi Wi ]|
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9 2 2 2
B E Wi, Wi, B Williﬁlwiéiil
= [ o JE] G Il
(i1,i2,i3,i4,1 ib,i% il ) dist Ziy Zy
i2ia,i, iy <N i i i} i >N
i4eC§Z>,igeC§’;>
2

Wi21 g Wi23i4 W?ll A WZQZD,ZQ
< Y E[C(—m)P] > E[C(—m)P]

(i1,32,13,14)dist | Ziy

"2

z (i) il i ) dist | z,
il,i3>N:i(2:i)4§N i,y > N, i, i) <N 2
) i 3
1460%2 zfleC;/)
"2
m ‘C(m)‘ Cot ]C(m)] Cot
<p4z< i ) o Z i g
- (m) |2 (m)9
=\ 2 JicMpraaE N 2 e
_ 4
=0(p")

Similarly, we have

EZ) <E[ ) DuuWiiDi, Wiall+[E[ Y Dy Wiy, Diyi, Wi |

(il,ig,i37i4)dist (’il,ig,ig,i4)dist
11,i3<N,ig,ia>N 11,83>N,i2,14<N
Zkecg’,") Wi, Zkecﬁ:@ YV kia
11 13

“E Y

(i1,82,13,14)dist
11,i3< N, i2,ia >N

+[E[ >

(’il 112,13 ,i4)dist
11,83>N,i2,ia <N

o 1CN Cot
< 2 | (]
=1 7

=0(p")
Now we turn to finding an upper bound for [E[}

meig WWMZ&”

zZiy Zig

2iectm Wi 2 ectm Wiy
222 214

m W”“ m
[y )

Wil

zi4

Diyi, Wiyis Digiy, Wiy Disg

il,ig,i3,i4,i/1,ié,ié,ii)dist
Wi i Dyt Wi ]|, following a similar analysis as for Type Ia.

|E[ > Di1iy WiyiyDigis Wiy Dt iy Wi Dig it Wi ]|

1h2 7T Nty T gl
(1,12,%3 ,i4,i’1 ,ié ;ié,iil)dist

2 2

:’ § : E[ 1194 Z3i2]E[ 4 1§i2]‘
oL
(41,82,83,14,1] ,i5,i%,1) )dist Ziy Z.
11,13,81 ,i5 <N i2,04,15,i >N
; (m) (m)
1,3€Cgil ,zgecgill

1

W2 W2 W?2,W?,
+’ Z E[ 1114 1312 ]E[ 117 3% ”
(m) 2 (m)|2
(41,82,83,14,1] ,i5,i%,1) )dist |0211 | |CE/ |
11,83,1%,1) <N ,i2 14,17 15 >N
; (m) (m)
1,3€Czil ,zﬁlec%_,2

2
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W2 . W2 W L, W?

o X B
m
)
(il,ig,’L'3,Z'4,Z'1,i2,i3,i4)dlst | 22'2 |C |2
12,14711,13<N,11,13,12,z4>N
’L4€C<m> /Ec(m)
i
2 2
+| Z E[Wnuwwiz]E[Wl Z4W’312]|
m
)
(41,82,13,4,8] 4 15,1} )dist | zZ, |2 |C |2
12,14712,14<N,11,13,11,13>N
’L4€C<m> /Ec(m)
i
<4p42( (m)> Y (|ngm)|) =
cmeEE\ 2 /oMy

=0(p")

S.7.6 Type IIb

Similar to the analysis for Type Ia above, we obtain

|E[Zs]| = [E[Z4]]| = 0,

(41,12,13,i4,1 ,i% 15,3y ) dist
]E[ Z Di1i2S(P)Z2Z3Dl3Z4W'L4’1D i 5 S( )1/21’ DZ3Z4WZ411] 0.

S.7.7 Type llc

Using the previously demonstrated proof approach, we can obtain

|]E[Z5H < ‘E[ Z D1112D12138< )Z3i48(13)i4i1]| + ‘E[ Z D2112DZ2238< )l3i48(13)i4i1]‘

(#1,82,i3,i4)dist (#1,i2,i3,14)dist
11,83<N,i2,ia >N 11,83>Nyi2,ia <N

Zkecim) Wi, Zlecﬁm) Wi ~
= [E] Z S(P)igisS(P)igi ]|

(91,22,33,i4)dist | zl1 | z13
i1,i3<N,ig,ia>N

ZleC’gn) Will ZkECg_n) Wki3 B N
+ |E[ Z |Cf (in) S(P)iyi, S(P)iys ]|

™| (el
(41,i2,i3,i4)dist Zi, Zi,
11,i3>N,ig,ig <N

We can still limit our focus on the case where 7; and i3 belong to the same pseudo cluster.
However, unlike before, this time there are more non-zero terms in the numerator.

|C£T)|szz 10N Co?
sz < ackel Y it <ack S (1)) -S = ot
(il,i3)dist ’0211 ’ =1 ‘Cz ‘
11,i3<N
236022_1
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Now we turn to finding an upper bound for [E[>_; ;i o o ; < Dy Di2i38(f’)i3i48(f’)i4ilDl-rlz-/z
Diyir S(P)iyi, S(P)iyir .

|E[ Z Di1i2Di2i38(15)i3i48(P)24%1DWQD%'QZ/S‘S(P) S<15)i11i’1]|
(41,42,13,14,1 15,151} )dist
(Zkec£m> Wiy ) _ _ (Zkec;"/” Wkig)Q B N
- 2. Kl S(P)iaisS (P)isirJE : S(P)iy S(P)ii]

m
........ ol U|
21,23,11,13<N 22,7,4,7,2714>N
; (m) . (m)
w,ecgil ,136021_/1

Zkecﬁm) Nl%ig Zkecg_';) Wi,
4 Z 4y )
fgjl(S(juj ........ HE[ ‘(jsfn) 2 ]HE[ (7(7n)’2 ]

Cz,
"1

11,13,11,z3<N 22,14,12,24>N
; (m) . (m)
ngCsil ,236021

"1

O Co? IS (1T Co?
—1 4 4 | % %
%WZ<2)MMZ(2>wW
i=1 i =1 7

=0(n’p")

D;,;,S(P),:,Du s S(P) i Dy 48( )irir] = 0, following a simllar analysw as for Type Ia.

119 7,213

S.7.8 Type Illa

Using the previously demonstrated proof approach, we can obtain

[E[T1]] < [E[ Z Diyi,Diyiy Digis Wi || + [E] Z Dii,Digig Digis Wiy, ||

(’il,ig,ig,u)dist (i1,i2,i3,i4)dist
11,i3<Nyi2,ia >N 11,83>Nyigia <N
2 kectm Whia 2 iecom Wit 22 com Wiy
—E[ - = — Wil
|C(m) | |C(m) | |C«(m) | tan
(41,i2,i3,i4)dist 21'1 21'3 27;3

11,i3<N,i2,ig>N
Zzecﬁ”” Wi Zkecg”) Wiy ZZGC;_") Wi
+E[ ) - - Wil
( (m) (m) 4
(il,ig,ig,i4)dist ’C m ‘C/Z\Z |CEZ

il,i3>N iQ,i4<N

™) C’a
<2p Z ( RGIE

=0 )

Here, we still rely on the key observation that two indices not exceeding n must belong to
the same pseudo-cluster to ensure that the corresponding post-expansion is non-zero.
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Now we turn to finding an upper bound for [E[}

D//D W/Z/”

inigFigiy VY 1)

S

P Nt
(7’157'2713714711712723,14)(1151]

—| 3

(i1,42,3,14,1) ,i%,i% iy )dist
11,013,815 <N i2,14,15,i) >N
; (m) . (m)
i3€CL " iheCy
3€ A 3€ =

+| >

(41,82,43,14,8 i i% 1) )dist
DTS 284

11,03,15,1) SN, i2,14,11 i3 >N

. m) . m

1360; %ec; )

1 7(/2

+| >

AN
(11,82,83,34,3 35,35 3 )dist
i2,04,81,05 <N i1,i3,i5,iy >N
14EC(m> C’(m)
i

+| >

T N
(11,82,13,14,1] ,35,1%,1} )dist
i9,04,i5,iy <N, 11,13,21,13>N

l4€C(m) C(m)

[ Ca el
< g -

ZO(p)

S.7.9 Type IlIb

Similar to the analysis for Type Ia above, we obtain |E[T3]| = 0 and ]E[Z(ih
Di1i2Di2i3Di3i4S(P)i4i1 Dz’lz’QD i Dy 41 S

223

S.7.10 Type IV

Similar to the analysis for Type I1la above, we obtain [E[F]| = O(p?) and E[>_

Di1i2Di2i3Di3i48(f))i4“DZ/,L/D/ /D)/ /S( )

Thus, we have proved |E[

D; D1223D1314Wl411D ] ’D ihil Dy ngz’ 1/1”

2 2
Wi, ZkeC(’”) Wi, i} Zkeogp Wi,
; JE[ e
c3 ™| [e |
2 2
1114 Zkec(m) szz i1 ZkGCgZ’) sz’S
o o \3

2
1124 ZkeC(m) Wklg W i1 ZkeC(m sz

JE[

[& m)|3 |C'Am)|3
2 2
Wi, EkeC(m) Wi, Wi, Zkecg.'f) Wi,
o [o \3

Co?

=1

(P)iyy] = 0.

) =0(").
379 = 0(o"
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Diyi,Diyis Digiy Wiy Dir iy

i1,02,i3,i4,01 1% 1%, )dist 1112771213

1314 1471

I

I

I

I

i3 14,8 i1l il )dist

(i1,%2,i3,14,8] ,i 5,1} )dist

%), Var(QW” — Q\"Y) = o(N®).



Note that if m = K, then S (f’) reduces to a zero matrix. Thus, any post-expansion
summand that involves S(P) is zero. Then it follows that

QUMY — QY = 4y, 4+ 42, + 27, + AT, + F,

indicating that it suffices to analyze E[Y?], E[Z?], E[Z2], E[T?], E[F?]. Based on preceding
results, we now focus on terms where the indices are not distinct.

. . . . . t
Each post-expansion term is a convex combination of expressions of the form |E[[ [i<k<n E}']|
1<i<p

with > 1<k<nti = 8. A nonzero contribution occurs only if 1 ¢ {tx}1<k<n, which implies
1<i<p 1<i<p
that each term contains at most 4 distinct entries of the matrix E. Therefore, it can be

seen that the contributions of most of the terms are zero. This is a key observation. The
main objective moving forward is to provide the upper bound on the number of non-zero
contributing terms in expanded forms of E[Y?], E[Z?], E[Z3], E[T?], E[F?] respectively.

As a result, to ensure

E[Di1izwi2i3wi3i4wi4i1Di'li' Wlézéw Ll W" i/ ]

2 i3y G
ZkEC’(Jm ‘Afki2 Zkecg';) \ka’z’2
. Zi i
B[ Wiy Wi, Wiy ———— o Wiy Wiy Wi ]
C% Cz, |
1 1’1

0,

1t 18 necessary that #{Wi2i37 Wi3i47 Wi4i1 N Wz’21’3 R Wi/giﬁu Wiﬁlil} S 4. Since Wi2i37 Wi3i47 Wi4i1
and Wy . Wy . Wy are distinet within their respective groups, we must also have
2°3 3%4 4°1

. . . . -/ -/ -/ -/
#{@1,22713,24,21,22,23,14} <5.

o+, only a subset of these

Furthermore, although numerous terms are present in Dj,;, Dy,

terms can contribute to E[Dili2W¢2i3Wi3i4Wm1Difl i’QWi’QigWigiﬁl Wi |. This constraint arises
because the power of any E;; in the expression must exceed 2. Therefore, for terms in the
post-expansion of Dy, Dy i to contribute, they must either satisfy this condition inherently

or appear within the set {Wi,i,, Wigi,, Wiyi, Wi, Wiy, Wi . Consequently, if 4y, 7] <

Y
1223) 23147
m

n, for example, at most |CZ£ )|]I(zl-1 = 2¢) + (;) terms can contribute. The result holds
1

analogously in other cases.

By Assumption 2 and Theorem 1, we have |Cl-(m)| > agn for ¢ = 1,...,m. Therefore,
it. follows that E[DZ112W1223W13Z4W14Z1DZ&Z'QWZQZQWZQZZWQZ&] = O(%) Consequently, we
obtain E[Y?] = O(N*).

Next, we analyze E[DhiQ Di2i3Wi3i4Wi4i1 DZ/I’L/Q Dz'Qz’ Wi i Wy i/]'

3 3%4 4°1

If #{Wz‘gmwumWigig,wigig} = 4, then at most one term in the post-expansion of
Dzlngzzngz’lzé DZIQ,L& can contribute. ThU.S, E[D1122W1223W1314W1411Dlﬁléwléléwléliwlglﬁ] =
O (1), and we obtain E[Z}] = N7- O (51) + O(N?) = O(N?).

If #{Wisi,, Wisiy, Wisir, Wi } = 3, then exactly two of these terms have a power of 1.
In this case, on the order of N terms in the post-expansion of D;,;,D;,;, Dy i Dyys can con-
tribute, leading to E[D;, s, Diyi, Wiyi, Wiy Dir Dyt Wit Wi ] = O (55). Consequently,

E[Z] = N7 O (55) + O(N?) = O(N").
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If #{Wi3i47 Wi4i1 ) Wzézﬁw W’Lzllll} = 27 then #{ih i27 7:3a Z'47 ZII? 2/27 Zév Zﬁl} S d. Herea terms
in the expansion of D;,;,D;,i, Dir i Digir need only satisfy the condition that powers of E;; in
them are not 1, without requiring to ensure powers of {W,;,, Wi, Wi, Wi } are not
1. Therefore, on the order of N? terms in the post-expansion of Di,i,DigisDigiy Digir, can
contribute, y1€1dll’lg E[DZ112D2213W1314W14Z1Dzaz’QDzézéWzgzﬁlWlﬁlzi] =0 (#) Thus, E[le] =
N30 (32) + O(N?) = O(N?).

Combining these results, we conclude that E[Z?] = O(N*?).

Note that our proof does not depend on the order of D and W; therefore, we also have
E[Z2] = O(N?).

FinaHY7 we analyze E[DiliQ Di2i3 Di3i4Wi4i1Di’1i’2 DzézéDzézﬁlWlﬁlzi] and E[DiliQ DigisDi3i4Di4i1
Di/li’ Di’ i Dil i D'i’ i ] using a similar approach. Although both Dilig DiQigDi3i4Di/ i Di’ i Dil i

2 2°3 3%4 4°1 1°2 2°3 3%4
and D;,;,D;,i,Digi,Diyiy Dir iy Dy i Dy i Dy contain numerous terms, it is easy to verify only

1°2 2°3 3%4 4°1 i . .
on the order of at most N? and N* terms, respectively, can contribute. Since we now only
need to consider post-expansion terms in E[T?] and E[F?] where indices are not distinct, and
there are only on the order of N7 such terms, it follows that E[F?] = O(N*).
By combining the means of these terms, we deduce that E[( S\T,”’O) — 5\7,”’0))2] = O(N*%).
This concludes the proof of Lemmas S.2 and S.5.

S.8 Proof of Theorem 1

We need two main theorems.

Theorem S.1. Consider the settings and assumptions in Section 3, and suppose P =
UXVT X = P+ E = UxXxVL. We define Hy = ULU and Hy = VLV. With
probability at least 1 — O(N "), one has
k(P)VN
mae { [Uncsgn(Hu) — Ullac. [Vxsgn(Hy) = Vo) 5 S0 (s9)

OK
provided that ox = w(k(P)ov/'N)

Proof. Since each E;; is now generated from a sub-exponential distribution, it follows directly
that there exists an event By such that P(B§) < N%exp <—%) as N — oo, and on the

event By, we have |E;;| < N%* Consequently, we can replicate the analysis employed in
the proof of Theorem 4.4 in Chen et al. (2021) to establish the desired result. [

Remark 9. In the proof of Chen et al. (2021), the authors assume that |E;;| < B, where
B=0 <0, /ﬁHUH%w» which does not align with our setting here. However, by setting

B = N%/log(N) and following a similar line of reasoning, we can establish the desired
conclusion. Given the tedious nature of the details, which are almost identical to those
presented in Chen et al. (2021), we omit them here.

Definition 2 (Distance-based metrics defined by bottom up pruning). Fizing K > 1 and
1 <m < K, consider a K x (m — 1) matriz U = [uy,uy,...,ug]?. First, let dg(U)
be the minimum pairwise distance of all K rows. Second, let uy and w, (k < () be the
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pair that satisfies ||ur — wel| = di(U) (if this holds for multiple pairs, pick the first pair
in the lexicographical order). Remove row ¢ from the matrix U and let di_1(U) be the
minimum pairwise distance for the remaining (K — 1) rows. Repeat this step and define
di—2(U),dk_3(U),...,d2(U) recursively. Note that dx(U) < dg_1(U) < ... < dy(U).

Theorem S.2 (Theorem 4.1 in Jin et al. (2022)). Fiz 1 < m < K and let n be sufficiently
large. Consider the non-stochastic vectors x1,...,x, that take only K values in uy, ..., ug.
Write U = [uy,...,ug|’. Let B, ={1<i<n:xz;=u}, 1 <k < K. Suppose for some
constants 0 < ap < 1 and Cy > 0, miny << |Fx| > aon and max;<p<k ||ugl| < Cy - dpn,(U).
We apply the k-means clustering to a set of n points Ty, To,..., T, assuming < m clusters,
and denote by Si,Ss, ..., S, the obtained clusters (if the solution is not unique, pick any
of them). There exists a constant ¢ > 0, which only depends on (g, Co,m), such that, if
maxi<i<p || % — ;|| < ¢-d,(U), then #{1 <j<m: §jﬂFk + (Z)} =1, foreach1 <k <K.

Now let’s return to our original question.
For a matrix A, Ay, denotes the first m columns of A. By Theorem S.1, we have the
following lemma.

Lemma S.7. As N — oo, with probability 1 — O(N ), there exists an orthogonal K x K

matriz O such that ||r;((Ux) 1) —r:((UO) )| < ||ri((Ux) k) —7:(UO) 1) < c%ﬁ
for each 1 <i <n.

Note that the matrix P has only K distinct rows, and similarly, U also contains K
distinct rows. Consequently, for each 1 < m < K, the submatrix (UO);., consists of at
most K distinct rows. Therefore, we can select K distinct rows from (UQO)y., to construct
new matrices, denoted as (U%)(0))y.,,. Specifically, the construction process involves first
selecting K distinct rows from U, multiplying these rows by O, and then extracting the first
m columns of the resulting product.

To prove Theorem 1, we apply Lemma S.7 with U = (U (0)) 1., 2; = 7:((UO) 1),
and Z; = 7;((Ux)1.m), and the main condition we need is ¢; < d,,((U%)(0));.,,) uniformly
for all O. This is the following lemma.

Lemma S.8. Fix 1 <m < K. Then there exists a constant C' > 0 such that
mingeorxi {dm((UY)(0))1m)} > C.

Proof. Below, we fix 1 < m < K and a K x K orthogonal matrix O, and study d,,,((U%)(0))1.,).
We apply a bottom up pruning procedure to (U%)(0)),.,. First, we find two rows
(U (0))1.) and 7 (U (0)) 1., ) that attain the minimum pairwise distance (if there is
a tie, pick the first pair in the lexicographical order) and change the I-th row to 7 ((U%)(O))1.,,)
(suppose k < [). Denote the resulting matrix by (U1 (0));.,,. Next, we consider the rows
of (UK=D(0))1.,, and similarly find two rows attaining the minimum pairwise distance and
replace one row by the other. Denote the resulting matrix by (UK =2(0))y.,.
We repeat these steps to get a sequence of matrices:

(U(K)(O))lzma (U(K_l)(()))l:ma (U(K_2)(O))1:m7 '-->(U(2)(O))1sm7 (U(1)<O))1:ma
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where for each 1 < k < K, (U®(0));,, has at most k distinct rows. Comparing it with the
Definition 2, we find that (U*~1(0))y,, differs from (U®(0))1.,, in only 1 row, and the
difference on this row is a vector whose Euclidean norm is exactly di((U%)(0))1.,). As a
result,

HUP(O)1m — (UFD(0)) 1l = di (U (O)1n), 2 <k S K.
By triangle inequality and the fact that di((UY)(0))1.,) < dp_ 1 (UE)(O)) 1. ), we have

[(U)(0)) 10— (U D(0) )l € 3 d(UIF(O)) 1) < (K =m-+1)-dn (UF)(0))1).

To show the claim, it suffices to show that
I(U(0) 10 — (U D(0)) 1| = C.
Since (U™~1Y(0));.,, has at most m — 1 distinct rows, its rank is at most m — 1. Addi-
tionally, since (UF)(O)T (UK (O))1.n = In, it follows that o, (U (O))1.,) =1
We now combine the results above and apply Weyl’s inequality for singular values Horn
and Johnson (1985)[Corollary 7.3.5]. It gives
1 < 0,((UM(0))1n) = 00 (UD(0)) 1) < [(UH(0)) 10 = (U™ D(0)) 1.

The claim follows immediately. O
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